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Abstract—We propose a concatenated coding scheme, which
effectively reduces bit errors induced by soliton–soliton colli-
sions (SSC) in wavelength division multiplexing (WDM) soliton
transmission systems. A block line coding scheme, the sliding
window criterion (SWC) code, is developed based on the nature
of SSC-induced timing jitter in soliton communications. We
show, by simplified collision model simulations, that the SWC
code alone can decrease the SSC-induced timing jitter and, by
concatenation to a Reed–Solomon (RS) code, improve both the
bit rate and the channel spacing capacity in WDM systems. We
compare the performance of our scheme both analytically and
by simulations with those of various RS codes and concatenated
RS-convolutional code used in optical fiber transmission systems,
and show that high redundancy (overhead) does not always give
better code performance. Finally, by using full simulations, we
show that the SWC code is an effective and promising technique
for dispersion-managed fiber WDM systems.

Index Terms—Forward error correction, optical soliton fiber
transmission, soliton–soliton collision, timing jitter, wavelength
division multiplexing (WDM).

I. INTRODUCTION

T HE GROWTH in demand for broad-band services has led
to much increased activity in research for high capacity

systems and networks [1]–[4]. It is predicted that all-optical
soliton systems will play an important role in future networks.
The chromatic dispersion, fiber nonlinearities (particularly the
Kerr nonlinearity), polarization effects [particularly polarization
mode dispersion (PMD) in terrestrial systems], and amplified
spontaneous emission (ASE) noise from the amplifiers are the
main sources of impairment in optical communication systems
[5].

Two important trends have emerged in the drive to combat
these impairments. First is the use of modulation formats that
are quasi-linear, as is the case in chirped return-to-zero systems
and some dispersion-managed soliton systems [6]. The second
is the growth in the importance of coding and filtering in op-
tical systems [7]–[16]. It has long been known that dramatic im-
provements could be obtained in repeaterless undersea systems,
in which signals propagate more than 400 km undersea, with no
amplification or regeneration, by the use of forward error correc-
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tion (FEC) code [12]–[14]. Recently, the application of FEC in
other optical communication systems has become increasingly
common.

Several different FEC and line-coding approaches have been
studied and applied to fiber communications [7]–[14]. These
studies, however, are mostly based on standard FEC and line-
coding schemes. Current line-coding schemes applied in optical
communications all use transition density and balance of the
encoded data sequence as the performance criteria, and there
has been little effort to optimize the choice of codes and design
new codes by taking into account the physical mechanisms. In
this paper, we describe a concatenated coding scheme that ef-
fectively reduces bit errors induced by timing jitter in WDM
soliton transmission systems. The line-coding scheme we intro-
duce is based on a new performance criterion defined by taking
the physical characteristics of optical fiber transmission into ac-
count.

We develop a block line code, the sliding window criterion
(SWC) code, that effectively uses the information on the nature
of soliton–soliton collisions (SSC) to reduce SSC-induced er-
rors. To achieve very low bit error rates (BERs), we concatenate
the SWC code to a Reed–Solomon (RS) code that mitigates the
burst decoding errors of the SWC code.

Compared to the SWC code, the performance of conventional
FEC codes are limited in combating the SSC-induced errors. A
positive coding gain can only be achieved by an FEC code, in
the case, when it is strong enough to correct more errors than the
extra errors introduced by the code redundancy. However, the
SSC-induced BER increases exponentially with the FEC code
redundancy, which may exceed the code error correction ability
and, thus, limit the code performance. This statement is sup-
ported with the analysis in Section IV and simulation results
shown in Section V.

II. SSCs

A. A Simplified Model for SSC

SSCs in WDM systems result from collisions among soli-
tons belonging to different channels because of their different
group velocities. In this section, we discuss a simplified model
for soliton–soliton collision in WDM systems [17], [18], and
we introduce the main motivation behind the SWC code. Fig. 1
describes the collisions within two WDM channels. The rectan-
gular block shown in Fig. 1 is defined as a window sliding along
the data sequence bit by bit. The length of the sliding window
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Fig. 1. SSC in a two-channel WDM system. The rectangular block in the figure
is defined as the sliding window.

is set equal to the number of symbols (mark or space) in one
channel that may interact with a symbol in the other channel
along the whole transmission path. We can see that the length
of the sliding window also represents the maximum number of
collisions a soliton may experience in a two-channel fiber trans-
mission system. For two channels with optical frequency differ-
ence , a simplified model of soliton–soliton collision can be
described by the following equations [17].

1) Time shift for each collision

(1)

where is the full-width at half-maximum (FWHM) of a
soliton pulse.

2) Collision length

(2)

where is the fiber chromatic dispersion and is the
wavelength difference of the two channels.

3) Maximum number of collisions for each soliton during
the whole transmission path

(3)

where is the transmission distance andis the bit pe-
riod.

To explain the main motivation of our coding scheme, we
first consider a simplified model of SSCs in which all collisions
are complete collisions [17]. After each collision, the faster of
two colliding solitons is advanced and the slower one is delayed
with the same absolute value of arrival time shift as given in (1).
Given the system parameters, , , , and , we can calcu-
late the collision length, which we define as the length between
the beginning and the end points where the solitons overlay at
their half power points, as given in (2). We can also calculate

, the number of collisions each soliton experiences if data
sequences of all marks are transmitted in both channels. The
total time shift induced by SSCs over the entire transmission
path is simply the product of the number of collisions it experi-
ences and the time shift for each collision ().

In WDM systems with more than two wavelength channels,
the SSC-induced time shift for a soliton in theth channel can
be expressed as

(4)

where represents the time shift of a soliton in theth channel
after each collision with a soliton in theth channel, and
represents the number of collisions a soliton in theth channel
experiences with solitons in theth channel. Using (1)–(3) for
each pair of channels and then summing the results over all
channels, the average SSC-induced time shift for solitons in the
th channel is given by [17]

(5)

where represents the soliton period in distance [29], and
represents the channel spacing between theth and th chan-
nels. In (5), the average number of collisions a soliton in the
th channel may experience with solitons in theth channel is

assumed to be , where is the maximum number
of collisions for solitons in each pair of channels. Equation (5)
shows that for theth channel, the two closest neighboring chan-
nels, the ( )th and ( )th channels, are dominant in causing
SSC-induced time shift.

According to (4), because is constant for a given and
, the total time shift of each soliton only depends on the

number of collisions as determined by the transmitted
data pattern in the other channels. Thus, if we can make the
number of collisions constant for each pair of channels, then we
would eliminate the timing jitter. Obviously, it is not possible
to achieve this goal and transmit information at the same time;
however, as we show, one can approach this goal. We use line
codes to reduce the variation in the number of collisions and,
thus, reduce the timing jitter and the BER. As with any coding
scheme, we achieve this result by adding redundancy to the
data in such a way that the transmitted data pattern is altered to
minimize the SSC-induced timing jitter errors.

B. Characteristics of SSC-Induced Errors

SSC-induced timing jitter is highly correlated from pulse to
pulse [18]. The net time displacement of a given pulse, resulting
from collisions with pulses of other channels, is proportional
to the number of collisions that it experiences as it traverses
the system, and that number can change by only1 collision
from one pulse to the next. Hence, the bit errors caused by
soliton–soliton collisions have bursty characteristics.

In general, higher bit rate, smaller channel spacing, longer
fiber distance, and larger fiber dispersion all imply longer burst
length and smaller burst spacing of SSC-induced errors. We use
Fig. 2, (1), and (3) to explain the properties of these errors as
follows. Fig. 2 plots the SSC-induced time shifts of a trans-
mitted soliton sequence by shifting the mean value of the time
shifts to zero. Soliton index in this figure counts the transmitted
solitons in sequential order and the two horizontal lines repre-
sent the signal receiving window in which soliton pulses can
be detected at the receiver. The center of the signal receiving
window is usually set to match the mean time shifts. Thus, in
Fig. 2, the points above the upper or below the lower horizontal
lines correspond to solitons that shift outside the signal receiving
window resulting in detection errors. Because the number of
collisions two neighboring solitons may experience can only
change by 1, neighboring solitons at the receiver have sim-
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Fig. 2. Characteristics of SSC-induced time shifts.

ilar SSC-induced time shifts resulting in close time-shift values
around local peaks, as observed in Fig. 2. A group of these points
above or below the two horizontal lines corresponds to an error
burst, and the number of points in the group corresponds to the
error burst length. The error burst spacing is the spacing between
these groups of points.

Because higher bit rate implies smaller (FWHM of a
soliton pulse) and smaller (bit period) [see (1) and (3)], at
higher bit rate, solitons may experience more collisions during
the transmission and each collision causes larger time shift.
On the other hand, higher bit rate implies a narrower signal
receiving window. As a result, when the bit rate increases, the
local peaks of the time shift points in Fig. 2 will move away
from the central zero-time-shift axis, and the two horizontal
lines will move closer to the zero-time-shift axis, increasing
the burst length and decreasing the burst spacing. We shall
illustrate this observation with simulation results in Section V.

Similar analysis can be applied to the other system parame-
ters, including WDM channel spacing ( in terms of optical
frequency or in terms of wavelength), fiber length (), and
fiber dispersion ( ). Although, according to (3), the maximum
number of collisions for each soliton is proportional to WDM
channel spacing, (1) shows that the time shift for each collision
is inversely proportional to the square of channel spacing. Be-
cause the total SSC-induced time shift for a soliton is the product
of and the number of collisions it experiences, the overall ef-
fect of decreasing the WDM channel spacing is the increase of
the burst length and decrease of the burst spacing of SSC-in-
duced errors.

III. SWC CODES

A. SWC Criterion

The goal of the SWC code is to decrease the deviation of the
number of collisions each soliton may experience as much as
possible. As shown in equation (4), the total SSC-induced time
shift for a soliton in one channel is a sum of time shifts induced
by each of the other channels. Hence, we can consider WDM
channels in pairs in the development of SWC codes. Different

channel pairs, however, may have a different maximum number
of collisions , and as will be shown later in this section, the
maximum number of collisions for a channel pair is an impor-
tant parameter in the SWC code design. Even though, ideally,
the SWC code should be optimized for all possible combina-
tions of channel pairs in a WDM system, a practical solution
is to design the code based on the pair of neighboring channels
that are dominant in causing SSC-induced time shift as shown
in (5).

Consider the two-channel WDM system shown in Fig. 1,
where the maximum number of collisions for each soliton is

. Each soliton in one of the two channels will interact with
a bit block of length in the other channel along the whole
fiber path. If all blocks with bits in the other channel
have almost the same number of marks, then solitons in the first
channel will experience almost the same number of collisions.

Based on this observation, the problem of making the devi-
ation of the number of collisions as small as possible can be
transformed into an encoding problem in which the goal is to
make the deviation of the number of marks in each block of
length as small as possible. A simple binary block line
code can be constructed to achieve this goal, in which all of the
codewords have bits and each has the same number of
marks.

In order to make any block with bits in the encoded
data stream have almost the same number of marks, the pattern
of the encoded data at the beginning and end of codewords in
the encoded data stream must be taken into account as well. We
introduce the following concepts in order to construct the block
SWC codes.

Fragmental: An -bit binary block is fragmental if it has at
least one transition from mark to space or from space to mark. A
codeword is -bit fragmental if any -bit block in the codeword
is fragmental.

Fragmentation Degree (FD):The -bit fragmentation de-
gree of a binary codeword is defined as

(6)

where is the length of the codeword and is the number of
-bit fragmental blocks in the codeword.
Fragmental End: A binary codeword has -bit fragmental

ends if its first bits and last bits are -bit fragmental.
The following two examples help clarify these definitions.
Examples: For codeword “10100110,” , , ,

, and it has three-bit fragmental ends.
For codeword “11110000,” , , ,

, and it does not have a fragmental end.
We define the sliding window criterion to test the perfor-

mance of SWC codes as

(7)

where is the number of marks in a sliding window of length
.
We can now define the rules to construct the SWC code-

word look-up table as follows. Select codewords with: 1) similar
weights; 2) high fragmentation degrees; and 3) fragmental ends.
A smaller implies better satisfaction of the rules.



204 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 20, NO. 2, FEBRUARY 2002

TABLE I
EXAMPLES OF SWC CODEWORDSWITH DIFFERENTSLIDING WINDOWS (SWS)

B. Selection of SWC Codewords

To construct the best codeword-lookup table defining a line
code in the SWC sense, both the length of the SWC codeword
and the length of the sliding window should be taken into con-
sideration. The sliding window length by definition is set
to the maximum number of expected collisions between the
two neighboring channels: . Hence, according to (3),
depends on the bit rate, channel spacing , transmission
distance , fiber dispersion , and dispersion map in disper-
sion-managed soliton systems. Given the sliding window length

, the codeword length and the code rate ( is
the data-word length) must be determined by taking the system
framing structure and available bandwidth into account.

If the SWC codeword is much shorter than the sliding
window, there may be several codewords within the sliding
window. Therefore, in this case, the SWC depends more on
codeword weights than on their fragmentation degrees. Hence,
rule 1) of codeword selection should be more heavily weighted
than rule 2).

On the contrary, if the SWC codeword is longer than the
sliding window, there is less than one codeword within the
sliding window. Hence, in this case, the SWC will depend more
on the fragmentation degrees than codeword weights. In this
case, rule 2) should be emphasized as opposed to rule 1). This
point is illustrated in the following example.

Two 24-bit blocks of four six-bit codewords each are given in
Table I. The difference between the two blocks is that the four
codewords in the first set have higher fragmentation degrees,
but different number of marks. The codewords in the second
block have the same number of marks, but a lower fragmen-
tation degree. We evaluate these two blocks with a three-bit
sliding window and a 12-bit sliding window, respectively. The
results are shown in Table I. Based on this observation, code-
words with a high fragmentation degree are preferred according
to SWC when the sliding window length is shorter than the code-

word length. On the other hand, codewords with similar weights
(in terms of the number of marks) can produce better results in
terms of minimizing the SWC when the sliding window length
is longer the codeword length.

We introduce two algorithms for generating code-
word-lookup tables for two ways of minimizing the SWC, the
fragmentation-first (FF) algorithm and the weight-first (WF)
algorithm. We construct the codeword-lookup table with the FF
algorithm for and the WF algorithm for . The
flow diagrams for the FF B B and WF B B algorithms
are shown in Fig. 3, where FFB B and WF B B repre-
sent the block SWC codes with -bit data words and -bit
codewords based on the FF and WF algorithms, respectively.

In Fig. 3, is the data-word length, the codeword length,
and the mark probability of the original information data se-
quence. The countersand are used to calculate the indexes
of sections in the codeword-lookup table andis the counter
of currently selected codewords in the code-lookup table. Other
parameters are fragmentation order, (in the FF algorithm)
total number of sections of the code-lookup table,(in the WF
algorithm) number of code-table sections for each, min-
imum fragmentation degree of codewords in theth section, and

, the -bit fragmentation degree of the codewords.
Both the FF and WF algorithms for the construction of the

codeword-lookup table of block SWC codes are based on ex-
haustive search, but they differ in that they either emphasize high
fragmentation degrees or similar weights for the codewords. The
FF algorithm starts with a very high , which is the minimum
fragmentation degree of codewords selected in the first section
of the codeword-lookup table, and gradually decreases this min-
imum fragmentation degree limit to obtain more sections in the
codeword-lookup table until the desired number of codewords
is generated. On the other hand, the WF algorithm starts with
codewords of weight , and gradually changes the
preferred code weights away from until the desired number
of codewords is generated. Hence, the FF algorithm places more
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(a)

(b)
Fig. 3. Algorithms for generating the SWCMBNB code table, (a) FF
algorithm and (b) WF algorithm.M : data-word length.N : codeword length.
p: mark probability of the original information data sequence.i andj: counters
introduced for the calculation of the index of the sections in the code table.
W : counter of the number of currently selected codewords in the code table.
n: fragmentation order.J : the total number of sections in the code table in the
FF algorithm, and the number of sections for eachi in the WF algorithm.d :
minimum fragmentation degree of codewords in thejth section.FD : n-bit
fragmentation degree of codewords.

emphasis on a high fragmentation degree, whereas the WF al-
gorithm places more emphasis on similar code weights.

Fig. 4. Continuous components of the power spectral densities of the uncoded
random signal (solid) and the signals encoded by the FF8B10B (dash-dot), the
WF8B10B (dashed), and the Manchester (dotted) codes.

For any random binary input sequence with equal probability
of marks and spaces in the sequence ( ), the mapping
into all codewords are equally likely; hence, the arrangement
of codewords in the codeword-lookup table does not affect the
code performance. However, inspection of real framed data in
communications has shown that the assumption that all data
wordsareequally likely isunrealistic [19].Thus, foragivenmark
probability of the input data sequence, we can calculate the
probabilityofadatawordwith marksas .
Then, by assigning codewords which better satisfy the SWC
to data words with higher , better code performance can be
achieved.Therefore, inbothalgorithms,codeword-lookup tables
are divided into several sections depending on how well the
selectedcodewordssatisfy theSWC.Hence, theoptimalcodecan
beachievedwithappropriateassignmentsof thecodewords to the
datawords according to the statisticsof the sourcedata.

In the FF and WF algorithms, there are some parameters such
as , , and that have to be determined via trial and error
by comparing the resulting SWC code performance. Research
on more efficient algorithms for constructing SWC codes is in
progress. A trellis-based SWC code has been proposed in [30].

The influence of the two algorithms on the power spectral
density of the encoded data sequence is evaluated using the
spectral analysis technique developed by Cariolaro and Tronca
[20]. The spectral density of block coded sequences is eval-
uated by representing the encoding process as a finite-state
synchronous sequential machine, and using the theory of
homogenous Markov chains, to obtain both the continuous and
the discrete spectral components. Fig. 4 plots the continuous
power spectral density components of a random sequence,
an FF8B10B code, a WF8B10B code, and the Manchester
code for comparison. As expected, the power spectral density
of the FF8B10B code results in larger components at high
frequencies and, hence, implies a higher transition density than
the WF8B10B code. The WF8B10B code, however, shown
by its reduced power at low frequencies, is more balanced
than the FF8B10B code. This observation indicates that the
transition density and balance criteria [7] traditionally used for
line-coding schemes are not effective measures for evaluating
the performance of SWC codes in decreasing SSC-induced
errors.
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(a)

(b)

Fig. 5. Implementation of the block SWC code. (a) Hardware structure of the block SWC code implementation. (b) Block SWC code encoding example.

C. Encoding and Decoding of SWC Codes

As shown in Fig. 5, the encoding and decoding of the block
SWC code can be simply implemented by writing the codeword-
lookup table into a memory chip and using the input data block
as the memory address. Thus, the output of the memory chip
would be the encoded data and the encoding speed is determined
by the read cycle time of the chip.

Similarly, we can use the received encoded data (hard-deci-
sion outputs) as the memory address to implement the decoding.
The decoding of SWC codes is based on a maximum-likelihood
decoding algorithm. The codeword having minimum Hamming
distance from the received noisy data sequence is chosen as the

decoded codeword. For a short codeword length, the cor-
responding decoded codeword for each of thepossible re-
ceived data sequences can be precalculated and stored in the
decoding memory chip to speed up the decoding procedure.

We utilize the redundancy of SWC codes to reshape the
transmitted data pattern and prevent SSC-induced errors, but
we cannot simultaneously generate parity checks to correct for
errors efficiently. Therefore, the decoding algorithm used for
SWC code is not efficient in the sense of error correction and
it may introduce decoding bit errors. We have found, however,
that the decoded codeword error rate does not increase after
SWC decoding. This leads to our proposed concatenation
scheme of RS and SWC codes discussed in the next section.
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IV. CONCATENATION OF RS AND SWC CODES FOR

SSC-INDUCED ERRORS

A. RS Codes for SSC-Induced Errors Without Line Coding

RS codes are increasingly used in optical fiber systems. Here,
we study their performance in the presence of SSC-induced er-
rors and explain the motivation for using a concatenated coding
scheme in which the SWC line code is used as the inner code
and the RS code as the outer code.

As discussed in Section II, bit errors caused by SSCs are
highly correlated and, thus, are bursty. RS codes are designed
to correct burst errors of limited length [21]. Thus, it appears
that an RS code might be a good solution for correcting SSC-in-
duced errors. However, the actual performance of RS codes in
an optical fiber channel with a high SSC-induced BER is lim-
ited as shown below.

There are two ways to obtain stronger RS codes. One is to
use longer codewords, and the other is to introduce a larger re-
dundancy by reducing the code rate. RS codes with very long
codewords are difficult to implement in a practical system, es-
pecially at the very high data rates that are present in optical fiber
communications systems. Moreover, increasing the redundancy
of the RS code does not always improve the performance for
SSC-induced errors, as we show next.

First, we evaluate the probability distribution of a complete
SSC-induced time shift in a two-channel system. Let
denote the SSC-induced time-shift process, which can be ex-
pressed as

(8)

where is a Bernoulli random variable representing
the arrival time shift of a soliton in one channel induced by the
interference with a soliton in the other channel. The probability
mass function (PMF) of is given by

where is the probability of individual marks in the transmitted
data sequence. The probability mass function, variance, and ex-
pectation of are given by

(9)

(10)

(11)

When the number of channels increases, will be
large and small. Then, the central limit theorem implies
that approaches a normal distribution ,

. The distribution of SSC-induced time shifts,
therefore, can be approximated by the normal distribu-
tion , as shown in Fig. 6, where ,

is the signal receiving window
duration at receiver, and is the time slot for one symbol.
Generally, the center of the signal receiving window is set to
the mean of the time shifts. Detection errors are induced when
solitons shift outside the signal receiving window. Hence, the

Fig. 6. Approximated distribution of SSC-induced time shift.

probability of SSC-induced errors can be estimated by inte-
grating the normal probability density function (pdf) outside
the receiving window as

BER erfc

where erfc is the complementary error function. Let
in uncoded systems , where is the data rate.

Thus, the SSC-induced BER of the received uncoded data se-
quence can be estimated by

BER erfc (12)

For an FEC code with code rate, the signaling rate for a
fixed data rate increases to , so that the maximum number
of collisions for each soliton increases to .
Thus, the SSC-induced BER of the received FEC encoded data
sequence becomes

BER erfc (13)

and the ratio of BER BER increases very rapidly with in-
creased redundancy because yields BER BER .
Even though the error correction capability of the FEC code
increases with redundancy, the price to be paid in this case is
increased SSC-induced BER of the received data sequence.
Hence, the FEC code can only improve the system performance
as long as the increase of its error correction capability is
greater than the degradation of the channel due to the increased
transmission bit rate. We conclude that increasing the redun-
dancy of FEC code does not always imply better performance.
Indeed, there is an optimal code rate at which the FEC code
achieves the best performance in correcting SSC-induced
errors. This statement is true for FEC codes in general and,
hence, holds for RS codes as well as for convolutional codes.

B. Concatenated RS–SWC Coding Scheme

Optical fiber communications require very low
BER 10 , but with SWC codes alone, this requirement
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Fig. 7. Concatenated RS–SWC coding scheme.

may not be satisfied. Moreover, as discussed in the previous
sections, the basic idea of SWC line codes is to prevent
SSC-induced errors during the soliton propagation in optical
fiber rather than correcting them at the decoder in the receiver.
The redundancy added to the original data sequence in SWC
encoding is utilized to reshape the transmitted data pattern
rather than to ensure an effective error-correction decoding.
Decoding for block SWC codes is simply an inverse procedure
of the look-up table encoding. Thus, SWC decoders may
introduce decoding bit errors by decoding the received
codeword with a few bit errors into a wrong data-word with
more bit errors compared to the original data word. Hence, to
achieve very low final BER, we propose a concatenated coding
scheme, the concatenated RS–SWC codes.

Forney [22] shows that a concatenated coding system with
a powerful outer code can perform reasonably well when its
inner decoder is operated with a probability of error in a range
between 10 and 10 . Thus, by concatenating the SWC code
with an RS code, an efficient coding scheme can be achieved,
as we show schematically in Fig. 7. As the inner code, the SWC
code can prevent most of the bit errors caused by SSC-induced
timing jitter and, hence, decrease the total BER to the range
between 10 and 10 , or lower. Then, with an outer RS code,
very low BER can be achieved.

In Fig. 7, and are the codeword and the data-word
lengths in symbols of the outer RS code, respectively, and

and are those of the inner SWC code, respectively.
If we choose RS code symbols with the same length as the
SWC data words, i.e., , then even though
the SWC code may introduce decoding BER and transform
single-bit errors into a number of multibit errors in an RS code
symbol, the number of symbol errors does not increase after
the SWC decoding. In other words, from the view of the RS
decoder, there is no extra decoding symbol errors introduced
by the SWC decoder. Hence, the decoding bit errors generated
by the SWC decoder do not affect the performance of the
concatenated RS–SWC code as a whole.

The concatenated RS–convolutional code is a strong con-
catenated FEC coding scheme that has been proposed for
long-haul submarine optical fiber communications [13], where
ASE noise is dominant. We show that this concatenated FEC
coding scheme, however, is not as effective as our proposed
concatenated RS–SWC code for correcting SSC-induced er-
rors. As previously discussed, the SSC-induced bit errors have a
burst error pattern. Higher bit rate systems typically have errors
with a longer burst length and a smaller burst spacing. Because

the Viterbi decoder for the convolutional code performs better
for memoryless channels than for channels with memory [21],
[24], [25], the bursty nature of the SSC-induced errors degrades
the performance of the concatenated RS–convolutional code.
Although interleaving can be used to convert convolutional
codes for correcting random errors into burst-error-correcting
codes, it will introduce transmission delay and requires more
complex hardware.

From the above discussions, we can see that both the RS
codes and the concatenated RS–convolutional codes have lim-
ited error correction abilities for combating the SSC-induced bit
errors. The proposed RS–SWC code first prevents most SSC-in-
duced errors by taking advantage of the special SWC encoded
data pattern and then corrects the rest of the errors with a high
rate outer RS code. Hence, in systems with high SSC-induced
timing jitter, using an RS code or a concatenated RS–convolu-
tional code is not as effective and efficient as using the proposed
concatenated RS–SWC codes for achieving low BER.

V. SIMULATIONS

We have performed two sets of simulations to study the
performance of our proposed coding scheme. One set is based
on the simplified model of soliton–soliton collision given in
(1)–(3), which considers only complete collisions. The other
set is a full simulation of SSC-induced timing jitter in a dis-
persion-managed fiber system using the photonic transmission
design suite (PTDS) simulation environment [23].

A. Simulations Based on Simplified SSC Model

Based on the simplified soliton–soliton collision model, four
sets of simulations have been performed. These include: 1) per-
formance comparison of the SWC codes constructed with the
fragmentation-first algorithm and the weight-first algorithm; 2)
calculations of the reduction of SSC-induced timing jitter with
an SWC code; 3) study of the characteristics of SSC-induced
bit errors; and 4) performance comparison of RS, concatenated
RS–convolutional, and concatenated RS–SWC codes in miti-
gating timing-jitter-induced errors in WDM systems. We plot
the results of these simulations in Figs. 8–12.

With the simplified soliton–soliton collision model, a four-
channel 20-Mm-long system is simulated. The signal receiving
window is set to . Fig. 8 plots the distributions of the
number of marks inside the sliding window of a data sequence
encoded by two SWC codes generated by two different algo-
rithms. Remember that the goal of SWC codes is to minimize
the variance of marks. In Fig. 8(a), the sliding window length
is chosen much shorter than the codeword length; hence, the
FF12B14B encoded data sequence achieves a smaller variance
of the number of collisions than does the WF12B14B encoded
data sequence. On the contrary, as observed in Fig. 8(b), the
WF12B14B code performs better for a 14-bit sliding window.
These results are consistent with the discussion in Section III
about the performances of the FF and WF algorithms.

Fig. 9 plots the time shift distributions of the uncoded and an
SWC (10, 8) encoded data sequence in a 14-Gb/s, 20-Mm, two-
channel WDM system with a fiber dispersion of 0.25 ps/nm/km
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(a)

(b)

Fig. 8. Probability mass function of the number of marks in the sliding window
on the data sequence encoded with the FF and WF algorithms for codeword
length= 14 bits and (a) sliding window length= 4 bits and (b) sliding window
length= 20 bits. The solid curves in the figures represent the corresponding
normal distributions. Simulations are performed with one million bits.

Fig. 9. Reduction of the SSC-induced timing jitter with an SWC (10, 8) code,
whereZ = 20 Mm, D = 0:25 ps/nm/km,F = 14 Gb/s, channel spacing=
0.8 nm. Circles: probability mass function (PMF) of the time shifts of solitons in
the uncoded random data sequence. Triangles: PMF of the time shifts of solitons
in the SWC coded data sequence. To make the figure easy to read, not all of the
PMF points were plotted. Dotted curve: Gaussian distribution with the same
mean value and variance of the time shifts of solitons in the uncoded case. Solid
curve: Gaussian distribution with the same mean value and variance of the time
shifts of solitons in the SWC coded case. Dotted line pair: the signal receiving
window for the uncoded signal. Solid line pair: the signal receiving window for
the SWC (10, 8) coded signal. Simulations are performed with one million bits.

and a channel spacing of 0.8 nm. According to (3), the max-
imum number of collisions for each soliton in this system is 56,
which is much greater than the codeword length 10. Hence, the
WF algorithm is used in constructing the SWC (10, 8) code. As
shown in Fig. 9, the variance of the time shifts of the received
data sequence and, thus, the SSC-induced BER is effectively
decreased by using the SWC code. The SSC-induced BER is
decreased from a floor of 10 to a floor of 10 in a one mil-
lion bit simulation.

(a)

(b)

Fig. 10. Patterns of SSC-induced bit errors in (a) middle channel of a
four-channel 12-Gb/s WDM system and (b) middle channel of a four-channel
14-Gb/s WDM system. Both systems have a transmission length of 20 Mm, a
fiber dispersion of 0.3 ps/nm/km, and a channel spacing of 0.8 nm. Simulations
are performed with 10bits, but only a portion of results (typical) are shown
for better visualization.

Fig. 11. Comparison of the code performances in enhancing transmission bit
rate. The solid curves represent the code performances in the middle channel.
The dotted curves represent the code performances in the outmost channel.
Different signs on the curves represent different codes as the following.
Star: concatenated RS (255, 239)–convolutional (2, 1, 7). Square: uncoded
random data sequence. Triangle: RS (255, 239). Circle: concatenated RS (255,
239)–SWC (10, 8). Simulations are performed with 10bits in a four-channel
20-Mm WDM system with a fiber dispersion of 0.3 ps/nm/km and a channel
spacing of 0.8 nm.

As an example, the SSC-induced bit error patterns are plotted
in Fig. 10 for two different bit rates, 12 Gb/s and 14 Gb/s, in the
middle channel of a four-channel 20-Mm WDM soliton trans-
mission system with 0.3-ps/nm/km fiber dispersion and 0.8-nm
channel spacing. The SSC-induced BERs at the 12-Gb/s and
14-Gb/s bit rates are 2.8 10 and 7.7 10 , respectively.
In these figures, the bit index of a transmitted sequence is plotted
as a function of the bit error index, where the bit index counts
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(a)

(b)

Fig. 12. Comparison of the code performances in enhancing the WDM
system capacity in (a) transmission bit rate, with channel spacing set at 0.8 nm,
and (b) channel spacing, with transmission bit rate set at 10 Gb/s. The solid
curves represent the code performances in the middle channel. The dotted
curves represent the code performances in the outmost channel. Different
signs on the curves represent different codes as the following. Triangle: RS
(255, 191). Circle: concatenated RS (255, 239)/SWC (10, 8). Simulations are
performed with 10 bits in a four-channel 20-Mm WDM system with a fiber
dispersion of 0.3 ps/nm/km.

the transmitted bits and the error index counts the detector bit
errors, in sequential order. The figures show that SSC-induced
errors for the two bit rates are burst errors in both cases and the
higher bit rate case has longer burst length and smaller burst
spacing.

Fig. 11 plots the output BERs of the binary data streams
without coding, with RS coding, with concatenated RS–con-
volutional coding, and with concatenated RS–SWC coding,
transmitted through a WDM soliton system. The BERs of
these data streams are evaluated for different information bit
rates. In Fig. 11, we can see that the highest bit rate at a BER
of approximately 10 is increased from 10 Gb/s to about
14 Gb/s with the concatenated RS–SWC code compared to the
uncoded system. This result shows that the SWC codes can
effectively decrease the SSC-induced timing jitter in WDM
soliton systems, and they result in significant enhancement of
the system transmission capacity.

Comparing the performances of different coding schemes
plotted in Fig. 11, we can see that the RS (255, 239)–SWC (10,
8) code performs better than the RS (255, 239) code and the
concatenated RS (255, 239)–convolutional (2, 1, 7) code. We
note that the performance of these coding schemes degrades

(a)

(b)

Fig. 13. Full simulation of a dispersion-managed WDM soliton system.
(a) SSC-induced timing jitter of desirable (square), random (no sign), and
undesirable (circle) data patterns. The solid curves represent timing jitter in the
middle channel, and the dotted curves represent timing jitter in the outmost
channel in the WDM system. (b) Eye diagrams of the received signals with
undesirable (upper) and desirable (lower) patterns.

rather than improves as the code redundancy increases. This is
because, as discussed in Section IV, the probability of SSC-in-
duced timing jitter errors is very sensitive to the width of the
soliton receiving window. To keep a constant data rate, a higher
code redundancy requires a higher signaling rate and, thus, a
narrower signal receiving window. Therefore, the increase of
the timing-jitter errors induced by increasing code redundancy
may be faster than the improvement of code performance.

The concatenated RS (255, 239)–SWC (10, 8) code has a
code rate of about 0.75. Although the RS (255, 239) code alone
has a higher code rate of about 0.94, and concatenated RS (255,
239)–convolutional (2, 1, 7) code has a much lower code rate of
about 0.47. For comparison with similar code rates, the perfor-
mances of the concatenated RS (255, 239)–SWC (10, 8) code
and the RS (255, 191), which also has a code rate of 0.75, are
shown in Fig. 12. We can see that the proposed concatenated
RS–SWC code significantly outperforms an RS code with sim-
ilar effective code rate in enhancing the system transmission ca-
pacity in both bit rate and channel spacing. This result agrees
with the discussion in Section IV about the advantage of the
RS–SWC code over the conventional FEC codes.

B. Full Simulations Using PTDS

Full simulation is required to study the performance of our
coding scheme in dispersion-managed soliton systems, which
is very time consuming given the current state of the art in op-
tical system simulations. Because our ability to validate our
coding scheme through full simulations is, therefore, limited,
we present simulation results for some selected data patterns to
demonstrate the effectiveness of our coding scheme.
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In the full simulations, independent SWC-encoded data
sequences are transmitted along eight WDM channels. Both
SSC-induced errors and ASE errors are simulated. The
128-bit soliton trains in the first channel (outmost channel)
and the fourth channel (middle channel) are recorded after
every 200 km. The system parameters are 12-GHz bit rate,
100-GHz channel spacing, Gaussian pulses with

ps, and a symmetrical dispersion map with 100-km fiber
of dispersion ps/nmkm followed by another
100-km fiber of dispersion ps/nmkm. Lumped
optical fiber amplifiers are placed every 50 km. Fig. 13(a) plots
the SSC-induced timing jitter versus transmission length for
desirable, undesirable, and random input data patterns. Here,
we define a desirable pattern as one that satisfies the SWC and
an undesirable pattern as one that does not. The timing-jitter
curves for random input data are obtained by using Richter
and Grigoryan’s approach [26], which has been shown to have
good agreement with full simulation results. The eye diagrams
of the received signals with undesirable and desirable patterns
are plotted in Fig. 13(b). Although limited by the simulation
speed, as we have noted, the full simulation results show that
the basic idea of the SWC code is quite effective and is a
promising technique for dispersion-managed WDM soliton
systems as well.

VI. CONCLUSION

This paper introduces a new line-coding technique, the SWC
code that can effectively decrease SSC-induced timing jitter in
WDM soliton systems. Two algorithms, the FF and WF algo-
rithms, are developed to define the SWC codes for different
sliding window lengths and codeword lengths depending on the
system parameters. A concatenated RS–SWC coding scheme is
developed, shown by simulations to enhance the WDM system
capacity in both bit rate and channel spacing.

We study the performance of RS codes for SSC-induced
errors and show that more redundancy (stronger error-cor-
rection capacity) for RS codes does not always imply better
performance in correcting SSC-induced errors. We show the
advantages of the proposed concatenated RS–SWC coding
scheme over the RS codes and the concatenated RS–convolu-
tional codes with both analysis and simulation results. Because
of the simple block code structure of the SWC code, this
concatenated RS–SWC coding scheme can be implemented
with ASICs. This coding scheme is a very promising technique
for dispersion-managed-fiber systems.

For future work, the performance of the SWC codes needs
to be evaluated in general quasi-linear systems instead of pure
soliton systems. Other effects, such as partial collisions and
PMD, must be incorporated into the design of the SWC codes.
Also more work can be done in trellis-based SWC coding
schemes that are particularly promising for our application
because of the natural match between the SSC effects in WDM
fiber communications and the operation of trellis-based en-
coding [27], [28], [30]. Our results emphasize that optimizing
codes to perform well in nonlinear systems, like optical fiber
communication systems, is different from optimizing them in
linear systems. We believe that we have just taken a first step

to explore an important research area—studying optimal codes
in optical fiber communications systems when nonlinearity is
important.
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