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ABSTRACT

Title of dissertation: MODELING PHASE NOISE AND
NONLINEARITY IN PHOTODETECTORS

Seyed Ehsan Jamali Mahabadi
Doctor of Philosophy, 2020

Dissertation directed by: Professor Curtis R. Menyuk
Department of Computer Science and Electrical
Engineering, University of Maryland, Baltimore County

High-power photodetectors are important devices in the analog optical links
that are present in many RF-photonic systems. The wide bandwidth of RF-photonic
links, along with their immunity to electromagnetic interference, and their decreased
size, weight, and power requirements compared to other microwave systems make
them an appropriate choice in a variety of applications. Applications include antenna
remoting and radio-over-fiber, beamforming in phased-array radars, and optical sig-
nal processing of microwave signals.

Phase noise in photodetectors is a critical limiting factor in many RF-photonic
applications, particularly metrology applications in which phase noise limits the
extent to which the inherently low noise of an optical comb can be transferred to
microwaves.

Bleaching or absorption saturation can occur in a high-current photodetec-
tor when the high density of photogenerated carriers either saturate the number of
available final energy states or depopulate the initial states. Additionally, the high
density of photogenerated electrons can increase the possibility that they are re-
captured. Bleaching leads to a reduction in the photodetector’s responsivity as the
peak intensity and hence the average power increases. Bleaching can, in turn, lead
to nonlinear distortion of an incoming RF-photonic signal and limit the performance
of photonic analog-to-digital converters (PADCs).

In this dissertation, we first describe prior work on a one-dimensional (1-D)
drift-diffusion model that we used to study phase noise in a modified uni-traveling
carrier (MUTC) photodetector and the bleaching effect in p-i-n and MUTC pho-
todetectors. We then describe a procedure to calculate the impulse response and
phase noise of high-current photodetectors using the drift-diffusion equations while
avoiding computationally expensive Monte Carlo simulations. We apply this proce-
dure to an MUTC photodetector. In our approach, we first use the full drift-diffusion
equations to calculate the steady-state photodetector parameters. We then perturb
the generation rate as a function of time to calculate the impulse response. We next
calculate the fundamental shot noise limit and cut-off frequency of the device. We
find the contributions of the electron, hole, and displacement currents. Finally, we
calculate the phase noise of an MUTC photodetector.



Applying our approach, we found good agreement between our results, the
Monte Carlo simulation results, and experimental results. We showed that phase
noise is minimized by having a fast photocurrent response with a tail that is as
small as possible. Our approach is much faster computationally than Monte Carlo
simulations, making it possible to carry out a broad parameter study to optimize
the device performance. We propose a new optimized structure with lower phase
noise and reduced nonlinearity.

We next study the impact of photodetector nonlinearity on RF-modulated
frequency combs. Frequency combs can be used in RF-photonic systems to disam-
biguate radar signals and to increase the threshold for Brillouin scattering in optical
fiber links. In addition to the sources of nonlinearity that are present when detect-
ing continuous wave (CW) signals, the high peak power of optical frequency combs
can bleach the photodetectors and contribute to the nonlinear distortion of the RF
signal.

We developed an empirical model of bleaching, which we added to the 1-D
drift-diffusion model that we previously developed. We determined the parameters
of this model by comparison with experimental results in both pulsed and CW
modes in a p-i-n photodetector and in the pulsed mode in an MUTC photodetector.

We calculated the impact of the bleaching on device nonlinearity as a function
of average optical power. We used the three-tone modulation technique to calculate
the second- and third-order intermodulation distortions (IMD2 and IMD3) in the
pulsed mode [1]. We calculated the second- and third-order output intercept points
(OIP2 and OIP3) to characterize IMD2 and IMD3. The output of modulated optical
pulse trains in the photodetector corresponds to a set of frequency comb lines in
the frequency domain. With a CW input, there is a single IMD2 and IMD3 and a
single OIP2 and OIP3. By contrast, with an optical frequency comb input, there is
a different IMD2n, IMD3n, OIP2n, and OIP3n associated with each comb line n. We
determined the behavior of IMD2n, IMD3n, OIP2n, and OIP3n as a function of comb
line frequency (f = nfr, where n is the comb line number and fr is the repetition
frequency) both with and without bleaching to determine the impact of bleaching on
nonlinear distortion products in the p-i-n and MUTC photodetectors. We found that
when bleaching is included, OIP2n and OIP3n are higher in the p-i-n photodetector
than the MUTC photodetector, and the difference between them increases as the
comb line frequency increases. We calculated the distortion-to-signal strength ratios
ρ2n = IMD2n/Sin and ρ3n = IMD3n/Sin, where Sin is the fundamental power as a
function of comb line frequency with and without bleaching. We found that these
ratios increase as the comb line number increases, which means that the impact of
nonlinearity becomes larger as the comb line number increases. We showed that the
impact of bleaching on the ratios ρ2n and ρ3n is complex and not always detrimental.
In the MUTC photodetector, when n . 100 (. 5 GHz), we found that the ratio
is higher with bleaching. On the other hand, when n & 100 (& 5 GHz), the ratio
is lower with bleaching, so that bleaching actually improves this ratio. We found
nonlinear distortion is greater for the p-i-n photodetector than it is for the MUTC
photodetector at low comb line frequencies and the opposite is true at high comb
line frequencies.



MODELING PHASE NOISE AND NONLINEARITY IN
PHOTODETECTORS

by

Seyed Ehsan Jamali Mahabadi

Dissertation submitted to the Faculty of the Graduate School of the
University of Maryland, Baltimore County in partial fulfillment

of the requirements for the degree of
Doctor of Philosophy

2020

Advisory Committee:
Professor Curtis R. Menyuk, Chair/Advisor
Professor Li Yan
Professor Anthony M. Johnson
Professor Terrance L. Worchesky
Dr. Thomas F. Carruthers
Dr. Jason D. McKinney



c© Copyright by
Seyed Ehsan Jamali Mahabadi

2020





To my wonderful parents and dear wife

ii



Acknowledgments

I would like to express my sincere gratitude to my advisor, Professor Curtis

Menyuk for his endless and unwavering support throughout my Ph.D. education.

His encouragement, advice, constructive criticism and truly scientific intuition and

wisdom inspired me and enriched my growth as a researcher. Working with him has

nourished my intellectual maturity, and I will benefit from that for the remainder of

my life. I appreciate the opportunity that he gave me to work with him and learn

from him. It is a great honor to finish this work under his supervision.

I cannot express enough thanks to my committee members for their continued

support and encouragement: Dr. Thomas Carruthers, Dr. Jason McKinney, Profes-

sor Li Yan, Professor Anthony Johnson, and Professor Terrance Worchesky. I offer

my sincere appreciation for the learning opportunities provided by my committee.

The completion of my Ph.D. research could not have been accomplished with-

out the support of my colleagues in the Computational Photonics Laboratory: Joe

Weiblen, Jerry Wang, Yue Hu, Zhen Qi, Patrick Sykes, Chaoran Tu, and Ishraq

Anjum. Thank you all for the stimulating discussions, for the help and support

during hard times, and for all the fun we have had while working together.

Also, I would like to thank my parents for the unconditional love and support

they gave me, and sacrifices they made for my future.

Finally, to my caring, loving, and supportive wife, Maryam, my deepest grat-

itude. Your encouragement when the times got rough are much appreciated and

duly noted. It was a great comfort to be with you during this journey.

iii



Table of Contents

List of Tables vi

List of Figures vii

1 Introduction 1
1.1 Basic photodetector structure and physics . . . . . . . . . . . . . . . 1
1.2 Prior work on modeling photodetectors . . . . . . . . . . . . . . . . . 6
1.3 Our work on modeling photodetectors . . . . . . . . . . . . . . . . . . 8

2 Modeling a p-i-n and an MUTC photodetector: Review of prior work 14
2.1 p-i-n and MUTC photodetector structures . . . . . . . . . . . . . . . 14

2.1.1 p-i-n structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.2 MUTC structure . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2 Drift-diffusion model . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Boundary conditions and thermionic emission . . . . . . . . . . . . . 23
2.4 Physical effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.4.1 Incomplete ionization . . . . . . . . . . . . . . . . . . . . . . . 27
2.4.2 Impact ionization . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.3 Franz-Keldysh effect . . . . . . . . . . . . . . . . . . . . . . . 30

3 Modeling the impulse response and the phase noise 33
3.1 One-dimensional computational model . . . . . . . . . . . . . . . . . 33
3.2 Impulse response of the p-i-n and MUTC photodetectors . . . . . . . 38
3.3 Calculation of the phase noise in photodetectors . . . . . . . . . . . . 41

4 Impulse response and phase noise simulation results for the p-i-n and MUTC
photodetectors 45
4.1 Simulation results at steady state for the p-i-n photodetector . . . . . 45
4.2 Impulse response of the p-i-n photodetector . . . . . . . . . . . . . . 46
4.3 Simulation results at steady state for the MUTC photodetector . . . 47
4.4 Impulse response of the MUTC photodetector . . . . . . . . . . . . . 48
4.5 Phase noise in the MUTC photodetectors . . . . . . . . . . . . . . . . 51

4.5.1 Suggestions for improving device performance . . . . . . . . . 54

5 Impact of bleaching on responsivity and its effect on nonlinearity in frequency
combs for p-i-n and MUTC photodetectors 58
5.1 Importance of optical links and frequency combs . . . . . . . . . . . . 58

5.1.1 Modeling responsivity in p-i-n and MUTC photodetectors . . 59
5.1.1.1 Modeling bleaching in p-i-n and MUTC photodetectors 60
5.1.1.2 Nonlinearity characterization . . . . . . . . . . . . . 67

6 Impact of Nonlinearity on RF-Modulated Frequency Combs 80
6.1 Simulation results for the p-i-n and MUTC photodetectors . . . . . . 81

iv



7 Conclusion 102

Bibliography 107

v



List of Tables

2.1 Material parameters at 300 K that we used in our simulations . . . . 31

4.1 PN1 = phase noise of the Li et al. [42] structure; PN2 = phase noise
of the modified structure; Difference = (PN1) − (PN2). . . . . . . . . 56

5.1 Empirical fitting parameters in Eq. 5.2 for the MUTC photodetector
with a pulsed input. . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.2 Empirical fitting parameters in Eq. 5.3 for the MUTC photodetector
and the p-i-n photodetector with a pulsed input and in Eq. 5.4 for
the p-i-n photodetector with a CW input. . . . . . . . . . . . . . . . 66

vi



List of Figures

1.1 Diagram of a reverse-biased p-n photodetector. . . . . . . . . . . . . 2
1.2 Diagram of a reverse-biased p-i-n photodetector. . . . . . . . . . . . . 3
1.3 Schematic of an optical link. . . . . . . . . . . . . . . . . . . . . . . 8

2.1 p-i-n photodetector structure. This figure is taken from Hu [55]. . . 15
2.2 UTC photodetector band diagram. This figure is similar to Fig. 1 in

Ito [56]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 MUTC photodetector band diagram. . . . . . . . . . . . . . . . . . . 17
2.4 Structure of the MUTC photodetector [42] that we have modeled

to date. Green indicates the absorption regions, which include an
intrinsic region and a p-doped region. Red indicates highly doped
InP layers, purple indicates highly-doped InGaAs layers, and white
indicates other layers. . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.5 Electron and hole drift velocities in InGaAs as a function of the elec-
tric field for different fitting parameters γ = 1, 4 and hole mobilities
µp = 150 cm2/V-s, 300 cm2/V-s, using Eqs. 2.3 and 2.4. This figure
is similar to Fig. 3 in Williams [43]. . . . . . . . . . . . . . . . . . . 21

2.6 A depiction of the photodetector band diagram [55]. This figure is
similar to Fig. 3.2 in Williams [43]. . . . . . . . . . . . . . . . . . . . 26

3.1 Numerical mesh used for the finite difference spatial discretization of
the 1-D drift-diffusion equation. . . . . . . . . . . . . . . . . . . . . 34

3.2 Discretization scheme that we used in our device model at a hetero-
junction interface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.3 Schematic illustration of the boundary conditions used at the hetero-
junction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.4 Output current Iout of the MUTC photodetector as a function of time
for different time meshes (∆t). . . . . . . . . . . . . . . . . . . . . . . 39

3.5 Normalized impulse response of the MUTC photodetector as a func-
tion of time for different values of r. . . . . . . . . . . . . . . . . . . . 40

4.1 Electric field distribution at steady-state inside the p-i-n photodetector. 45
4.2 Density of electrons (red) and holes (blue) at steady-state inside the

p-i-n photodetector. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3 Impulse response of the p-i-n photodetector. . . . . . . . . . . . . . . 47
4.4 Fourier transform of the impulse response of the p-i-n photodetector. 48
4.5 Electric field distribution at steady state inside the MUTC photode-

tector with Iout = 15 mA and Vbias = 16 V. . . . . . . . . . . . . . . 49
4.6 Density of electrons (red) and holes (blue) at steady state inside the

MUTC photodetector with Iout = 15 mA and Vbias = 16 V. . . . . . . 49
4.7 Impulse response of the MUTC photodetector. . . . . . . . . . . . . . 50
4.8 Power spectral density of the MUTC photodetector. . . . . . . . . . . 50

vii



4.9 Power spectral density of the MUTC photodetector for different pa-
rameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.10 Phase noise of the MUTC photodetector as a function of offset fre-
quency for three different optical pulse widths. Dot-dashed lines are
experimental results from Ref. [46]; solid lines are Monte Carlo sim-
ulation results from Ref. [47]; dotted lines are our simulation results. . 53

4.11 Phase noise deviation from the long pulse limit. . . . . . . . . . . . . 53
4.12 Contribution of each of the absorption regions to the impulse response

of the MUTC photodetector. The diagram of the device layers is
simplified from the full device structure in Fig. 2.4. . . . . . . . . . . 55

4.13 Fundamental and IMD2 (F1 +F2 and F1−F2) powers as a function of
reverse bias for the Li et al. [42] structure and the modified structure.
We used frequencies F 1 = 4.9 GHz, F 2 = 5.0 GHz, and F 3 = 5.15 GHz. 56

5.1 A 2-level system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Responsivity as a function of average power for MUTC and p-i-n pho-

todetectors for continuous wave (CW) and pulsed inputs [91]. . . . . 63
5.3 Responsivity as a function of average power for MUTC photodetec-

tors with a pulsed input. . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.4 Responsivity as a function of average power for an MUTC photode-

tector with a pulsed input and for the p-i-n photodetector with both
pulsed and CW inputs. . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.5 RF output power as a function of optical input power. . . . . . . . . 70
5.6 RF output power as a function of optical input power. . . . . . . . . 70
5.7 Spectrum of the optical intensity profile of a CW three-tone modu-

lated input. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.8 Spectrum of the output current due to a CW three-tone modulated

input. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.9 A four-laser three-tone MZM measurement setup. This figure is sim-

ilar to Fig. 2 in [1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.10 Time and frequency domain depictions of the optical and photode-

tected electrical pulse trains, where Tr is the repetition time and τ is
the pulse duration of the optical signal. (a) Optical pulse train inten-
sity profile. (b) Photodetected electrical pulse train. (c) Spectrum of
the optical intensity profile. (d) Power spectrum of the photocurrent.
This figure is similar to Fig. 1 in Quinlan et al. [45] . . . . . . . . . . 74

5.11 Time and frequency domain depictions of a modulated optical and
photodetected electrical pulse trains, where Tr is the repetition time
and τ is the pulse duration of the optical signal. (a) Modulated optical
pulse train intensity profile. (b) Modulated photodetected electrical
pulse train. (c) Spectrum of the modulated optical intensity profile.
(d) Power spectrum of the modulated photocurrent. . . . . . . . . . 75

viii



5.12 Expanded view of the spectrum of the modulated optical intensity
profile. Red arrows show comb lines at harmonics of the repetition
frequency. Blue arrows show the comb lines at modulation frequencies
(nfr ± f1, nfr ± f2, and nfr ± f3 for each comb line where n is the
comb line number. In the expanded view, we show comb lines for
n = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.13 Expanded view of the power spectrum of the modulated photocur-
rent. Black arrows show comb lines at the harmonics of the funda-
mental frequency. Blue arrows show comb lines at modulated fre-
quencies (nfr ± f1, nfr ± f2, and nfr ± f3) for each comb line, where
n is the comb line number. Purple arrows show IMD2n lines at
nfr ± (f1 ± f2). Cyan arrows show IMD3n lines at nfr ± (f1 + f2 − f3).
In the expanded view, we show comb lines for n = 1. . . . . . . . . . 77

6.1 OIP2n and OIP3n as a function of comb line frequency for the MUTC
photodetector with modulation depthsm = 4% andm = 8%. The av-
erage input optical power is 25-mW. (a) OIP2n, m = 4%; (b) OIP2n,
m = 8%; (c) OIP3n, m = 4%; (d) OIP3n, m = 8%. . . . . . . . . . . 82

6.2 OIP2n and OIP3n as a function of comb line frequency for the p-i-n pho-
todetector with modulation depths m = 4% and m = 8%. The aver-
age input optical power is 25-mW. (a) OIP2n, m = 4%; (b) OIP2n,
m = 8%; (c) OIP3n, m = 4%; (d) OIP3n, m = 8%. . . . . . . . . . . 84

6.3 Comparison of (a) OIP2n and (b) OIP3n for the MUTC photodetector
when bleaching is included with m = 4% and m = 8%. . . . . . . . . 85

6.4 Comparison of (a) OIP2n and (b) OIP3n for the p-i-n photodetector
when bleaching is included with m = 4% and m = 8%. . . . . . . . . 85

6.5 Comparison of (a) OIP2n and (b) OIP3n when bleaching is included
for m = 4% in the p-i-n and MUTC photodetectors. . . . . . . . . . 86

6.6 Fundamental power, IMD2n power, and IMD3n power as a function of

frequency in the p-i-n and MUTC photodetectors. . . . . . . . . . . . . 87
6.7 Fundamental power, IMD2n power, and IMD3n power as a function

of frequency in the p-i-n photodetector. . . . . . . . . . . . . . . . . 88
6.8 Contribution of different current components to OIP2n and OIP3n in

the MUTC photodetector with m = 4% with and without bleaching
as a function of comb line frequency. The magenta, the red, the blue,
and green curves show the contributions of the total, electron, hole,
and displacement currents, respectively. (a) OIP2n with bleaching,
(b) OIP2n without bleaching, (c) OIP3n with bleaching, (d) OIP3n
without bleaching. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

ix



6.9 Contribution of different current components to OIP2n and OIP3n in
the p-i-n photodetector with m = 4% with and without bleaching as
a function of comb line frequency. The magenta, the red, the blue,
and green curves show the contributions of the total, electron, hole,
and displacement currents, respectively. (a) OIP2n with bleaching,
(b) OIP2n without bleaching, (c) OIP3n with bleaching, (d) OIP3n
without bleaching. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

6.10 Power at the fundamental frequency (nfr), the IMD2n power, and the
IMD3n power in the MUTC photodetector. Solid lines show results
with bleaching; dotted lines show results without bleaching: (a) n =
20 (nfr = 1 GHz) with m = 4%, (b) n = 200 (nfr = 10 GHz) with
m = 4%, (c) n = 20 (nfr = 1 GHz) with m = 8%, (d) n = 200
(nfr = 10 GHz) with m = 8%. . . . . . . . . . . . . . . . . . . . . . 92

6.11 Power at the fundamental frequency (nfr), the IMD2n power, and the
IMD3n power in the p-i-n photodetector. Solid lines show results with
bleaching; dotted lines show results without bleaching: (a) n = 10
(nfr = 0.5 GHz) with m = 4%, (b) n = 500 (nfr = 25 GHz) with
m = 4%, (c) n = 10 (nfr = 0.5 GHz) with m = 8%, (d) n = 500
(nfr = 25 GHz) with m = 8%. . . . . . . . . . . . . . . . . . . . . . 93

6.12 The ratio of the IMD2n and IMD3n powers to the fundamental power
Sin in the MUTC photodetector as a function of comb line frequency
with and without bleaching, for: (a) ρ2n, m = 4%, (b) ρ2n, m = 8%,
(c) ρ3n, m = 4%, (d) ρ3n, m = 8%. . . . . . . . . . . . . . . . . . . . 95

6.13 The ratio of the IMD2n and IMD3n powers to the fundamental power
Sin in the p-i-n photodetector as a function of comb line frequency
with and without bleaching, for: (a) ρ2n, m = 4%, (b) ρ2n, m = 8%,
(c) ρ3n, m = 4%, (d) ρ3n, m = 8%. . . . . . . . . . . . . . . . . . . . 96

6.14 The ratio of the IMD2n and IMD3n powers to the fundamental power
Sin in the MUTC and p-i-n photodetectors as a function of comb line
frequency when bleaching is included. (a) IMD2n/Sin, (b) IMD3n/Sin. 97

6.15 The contribution of different currents to the ratios ρ2n and ρ3n in the
MUTC photodetector with m = 4% with and without bleaching as
a function of comb line frequency. The magenta, the red, the blue,
and green curves show the contributions of the total current, electron
current, hole current, and displacement current, respectively. (a) ρ2n

with bleaching, (b) ρ2n without bleaching, (c) ρ3n with bleaching,
(d) ρ3n without bleaching. . . . . . . . . . . . . . . . . . . . . . . . . 98

6.16 The contribution of different currents to the ratios ρ2n and ρ3n in
the p-i-n photodetector with m = 4% with and without bleaching as
a function of comb line frequency. The magenta, the red, the blue,
and green curves show the contributions of the total current, electron
current, hole current, and displacement current, respectively. (a) ρ2n

with bleaching, (b) ρ2n without bleaching, (c) ρ3n with bleaching,
(d) ρ3n without bleaching. . . . . . . . . . . . . . . . . . . . . . . . . 99

x



Chapter 1

Introduction

A photodetector is a device that measures photon flux or optical power by

converting the energy of the absorbed photons into an electronic form. Two principal

classes of photodetectors are thermal detectors and photoelectric detectors. Thermal

detectors operate by converting photon energy into heat. However, most thermal

detectors are inefficient and slow compared to photoelectric detectors as a result of

the time required to change their temperatures. Consequently, they are not suitable

for most applications in photonics [2]. The operation of photoelectric detectors is

based on the absorption of photons in a material that results directly in an electronic

transition to higher energy levels in which the charge carriers are mobile. Under

the effect of an electric field these carriers move and produce a measurable electric

current [2]. We only consider photoelectric detectors in this dissertation.

1.1 Basic photodetector structure and physics

Photoelectric photodetectors are semiconductor devices that detect optical

signals. At its operating wavelength, a photodetector should have high sensitivity,

a low response time, low noise, small size, and high reliability under operating

conditions [3, 4]. The operation of a photodetector proceeds in three steps: carrier

generation by incident light, carrier transport and/or multiplication by whatever
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Figure 1.1: Diagram of a reverse-biased p-n photodetector.

physical current-gain mechanism exists in the device, and interaction of the current

with the external circuit to provide the output signal [5]. Photodetectors have a

broad range of applications, including infrared sensors in opto-isolators and detectors

for optical-fiber communications and microwave photonics [6].

When incident light hits the surface of the photoconductor, electron-hole pairs

are generated either by band-to-band transitions (intrinsic) that lead to creation of

electron-hole pairs or by transitions involving forbidden-gap energy levels (extrinsic),

band-to-impurity level or impurity-to-band level transitions, in which only one type

of mobile carrier is created [7].

The simplest type of photodetector is a p-n junction that operates under a

reverse bias. Figure 1.1 shows a diagram of a p-n photodetector under reverse

bias. The electric field distribution is nonuniform, and the maximum field is at

the junction. When an optical signal penetrates into the depletion region of the

photodetector, the electric field in the depletion region serves to separate the photo-

generated electron-hole pairs, and an electric current is generated that flows in the

external circuit. The photogenerated holes drift in the depletion region, diffuse into
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Figure 1.2: Diagram of a reverse-biased p-i-n photodetector.

the neutral p-region, and then combine with electrons that come from the negative

electrode. Similarly, photogenerated electrons drift in the opposite direction. When

an optical signal penetrates within a diffusion length outside the depletion region,

the photogenerated carriers will diffuse into the depletion region and drift across

the depletion region to the other side. These neutral regions can be regarded as

resistive extensions of electrodes to the depletion region. The photocurrent depends

on the number of photogenerated electron-hole pairs and the drift velocities of the

carriers. The current in the external circuit is only due to the flow of electrons, even

though both electrons and holes drift in the depletion region. For high-frequency

operation, the depletion region must be kept thin in order to reduce the transit time.

On the other hand, to increase the quantum efficiency the depletion region must be

sufficiently thick to allow a large fraction of the incident light to be absorbed. Thus,

there is a trade-off between the response time and the quantum efficiency [4].

Figure 1.2 shows a diagram of a reverse-biased p-i-n photodetector. The most

common photodetector in use in analog optical links is the p-i-n photodetector,

because the undoped intrinsic region (i) thickness can be tailored to optimize the
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quantum efficiency and frequency response [8]. The i-layer thickness is typically 5–

50 µm, depending on the application. The intrinsic i-layer in a p-i-n photodetector

is completely depleted. The junction capacitance is made small by having a large de-

pletion region width, which makes it possible for the p-i-n photodetector to operate

at high modulation frequencies. Its depletion region is made wide enough to have a

large absorption in the depletion region at long wavelengths [9]. The p-i-n structure

is designed so that almost complete optical absorption occurs in the i-layer. The

electron-hole pairs that are either produced in the depletion region or are within a

diffusion length of this region will eventually be separated by the electric field, and

a current flows in the external circuit as carriers drift across the depletion region [9].

Generally, the response time is limited by the drift time of the holes across the width

of the i-layer, since holes are the slowest photogenerated carriers.

Photodetectors are characterized by their voltage-current relation, quantum

efficiency, responsivity, and response time. The voltage-current relation in p-n and

p-i-n photodetectors under dark conditions and when reverse biased is defined as [10]

ID = I0

[
exp

(
qV

kBT

)
− 1

]
, (1.1)

where I0 is the reverse bias saturation current, V is the bias voltage, q is the electron

charge, kB is Boltzmann’s constant, and T is the absolute temperature. In a reverse-

biased photodetector, the dark current is negligible. Under continuous wave (CW)

4



illumination, the photocurrent is dependent on the input optical power and equals [2]

Iopt =
ηq

hν
Popt, (1.2)

where η is the quantum efficiency, Popt is the input optical power, h is Planck’s con-

stant, and ν is the frequency of incident light. The total current of a photodetector

is

I = ID + Iopt. (1.3)

The quantum efficiency η (0 ≤ η ≤ 1) of a photodetector is defined as the ratio of the

number of photo-generated electron-hole pairs that contribute to the detector output

current to the number of incident photons. For a surface-normal photodetector, the

quantum efficiency can be written as [2]

η = (1−R)ζ [1− exp(−αwa)] , (1.4)

where R is the reflection coefficient, ζ is the fraction of electron-hole pairs that

contribute to the photocurrent, α is the absorption coefficient, and wa is the length

of the absorption region in the photodetector. The responsivity R is the ratio of

output electrical current to the input optical power. It is defined as [2]

R =
Iopt

Popt

=
ηq

hν
. (1.5)

A narrower i-layer decreases the quantity of absorbed photons and hence reduces

5



the responsivity [4].

The response time or the bandwidth of a photodetector is constrained by the

transit time and the RC time constant. Since the electron mobility is larger than the

hole mobility by a factor of 40 in InGaAs, the transit time is mainly determined by

the hole velocity in the intrinsic region. For a p-i-n photodetector, the bandwidth

is limited by this transit time and approximately equals [11]

fT =
vp,sat

πwi
, (1.6)

where vp,sat is the saturation velocity of the holes. The RC-limited bandwidth is

given by [11]

fRC =
1

2πC(Rs +Rload)
, (1.7)

where Rs is equivalent series resistance of the photodetector, C is the junction

capacitance of the photodetector, and Rload is the load resistor. The capacitance in

the p-i-n photodetector is given by [10]

C =
εA

wi
, (1.8)

where ε is the dielectric constant and A is the effective area of the device.

1.2 Prior work on modeling photodetectors

Williams et al. [12, 13] used the drift-diffusion equations to develop a one-

dimensional (1-D) model of high-current photodetectors, which elucidated the space-
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charge effects in these devices. Later, Huang et al. [14] took into account the

barrier heights at the material interfaces and the external circuit in the model.

Guo et al. [15] took into account the change in the refractive index. Jiang et al. [16]

developed a circuit-equivalent model to study the nonlinear distortion of the electri-

cal signal in a p-i-n photodetector. Walker [17] developed 1-D and two-dimensional

(2-D) models for metal-semiconductor-metal photodetectors to study the transient

behavior of the photodetectors. Harari et al. [18] modeled a waveguide p-i-n pho-

todetector and studied its behavior when the optical power is high (∼ 25 mW).

Afzalian et al. [19] implemented a 1-D model of lateral p-i-n photodetector to opti-

mize the quantum efficiency, output current, speed, and dark current as a function of

the intrinsic length of the diode and other operating parameters. Wilson et al. [20]

studied the impact ionization effect in a GaAs p-i-n photodetector under high il-

lumination. Recently, Fu et al. [21] used a 1-D drift-diffusion model to study the

nonlinear intermodulation distortion in a modified uni-traveling-carrier (MUTC)

photodetector. In the model, they included the Franz-Keldysh effect and impact

ionization. They calculated the electric field in the device, and then calculated the

absorption coefficient and impact ionization. Hu et al. [22] used a drift-diffusion

model to study nonlinearities in a simple p-i-n photodetector. They later extended

their model to study harmonic powers [23] and amplitude-to-phase conversion [24]

in an MUTC photodetector. The model included external loading, incomplete ion-

ization, the Franz-Keldysh effect, and history-dependent impact ionization.
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Figure 1.3: Schematic of an optical link.

1.3 Our work on modeling photodetectors

Each optical link consists of three major components: a modulator, which

transfers the electrical signal onto an optical carrier, an optical fiber, and a pho-

todetector, which turns the optical carrier back into an electrical signal. Figure 1.3

shows a schematic illustration of an optical link.

High-power photodetectors are important devices in RF-photonics [25–27] and

more specifically in analog optical link applications [28]. The wide bandwidth of

these photodetectors, their immunity to electromagnetic interference, and their low

size, weight, and power relative to RF detectors make optical links an appealing

choice in variety of applications [29].

In order to overcome the limitations of analog-to-digital converters at higher

frequencies, sub-sampling techniques may be employed, which sample a signal at

rates below the Nyquist frequency limit [30]. For sub-sampling to be most useful, it

is necessary to overcome the frequency ambiguity introduced by aliasing. Since sub-

sampling causes multiple input frequencies to alias to the same output frequency, the

input frequency and thus the input spectrum cannot be reconstructed by frequency

measurement alone [31]. For this reason, frequency disambiguation techniques have
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been developed, which typically involve the use of multiple samplers [32–36] (e.g.,

periodic samplers interleaved in time or operating at different frequencies), or a

single sampler operating at a non-uniform sampling rate [37–39].

By utilizing a non-uniform sampling rate, additional information is provided

in the sub-sampled signal that can be used to disambiguate, or determine, the in-

put frequency [32, 40]. Harmen and McKinney [37] introduced a novel technique

for broadband RF disambiguation, which exploits a known jitter imparted onto the

sampling rate of an optical pulse source in a subsampled analog optical link. This

sampling technique allowed for ultra-wideband signal recovery with a single mea-

surement. They showed reliable disambiguation for signals with center frequencies

spanning 1 MHz – 40 GHz. Schermer and and McKinney [31] used acousto-optic

delay modulation for non-uniform sub-Nyquist optical sampling.

Photogenerated electrons and holes in the depletion region of a p-i-n photode-

tector produce space charge effects in which the external electric field is partially

blocked, resulting in field modulation and limitations in high frequency operation.

Because of their much lower drift velocity, holes dominate the space charge. The

speed of the photoresponse is also mostly determined by hole transport due to the

lower mobility of the holes. To increase the speed of high-current photodetectors, it

is advantageous to avoid using holes as active carriers. Uni-traveling carrier (UTC)

photodetectors only use electrons as active carriers [41] by blocking the motion of

the photogenerated holes and can thereby achieve higher output currents than is

possible for p-i-n photodetectors [41]. The development of UTC photodetectors was

followed by the development of MUTC photodetectors [42]. There is a cliff layer in
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the MUTC structure between the collection region and the absorption region, which

is moderately doped and reduces the space charge effect at high photocurrents [42].

We have extended the model of Hu et al. [22] and Williams [43] using the

drift-diffusion equations to calculate the impulse response and phase noise of high-

current photodetectors and to include bleaching [28, 44] for both p-i-n and MUTC

photodetector.

Phase noise in photodetectors is a critical limiting factor in many RF-photonic

applications [2, 28]. This limit is particularly important in metrology applications,

in which phase noise limits the extent to which the low noise of an optical comb can

be transferred to a photodetected electronic microwave signal [28].

Quinlan et al. [45] predicted that the phase noise is reduced when the photode-

tector is illuminated by short optical pulses, and experiments showed a significant

reduction in the phase noise for short pulses [46]. However, the prediction in Ref. [45]

that the phase noise disappears as the pulse duration tends to zero is not observed

experimentally. Instead, the decrease in the phase noise ceases once the optical pulse

duration becomes smaller than the duration of the electrical pulses that emerge from

the photodetector. Sun et al. [47] were able to reproduce these experimental results

using Monte Carlo simulations that accounted for collisional diffusion of electrons in

the device. However, they did not take advantage of the fact that the distribution

of electrons in any time slot is expected to be Poissonian, which simplifies the calcu-

lations and physical interpretation of the results. More practically, the Monte Carlo

simulations are too computationally slow to be useful for performance optimization.

To calculate the impulse response and the phase noise of high-current pho-
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todetectors, we use the drift-diffusion equations, which makes it possible to avoid

computationally expensive Monte Carlo simulations. We have applied this proce-

dure to an MUTC photodetector [48–51] and will describe our results in detail in

Chapters 3 and 4. We first calculated the steady-state photodetector parameters.

We then perturbed the generation rate as a function of time in the drift-diffusion

equations to calculate the impulse response. We next calculated the fundamental

shot noise limit and cut-off frequency of the devices. We found the contributions of

the electron, hole, and displacement currents. Finally, we calculated the phase noise

of an MUTC photodetector and compared our results to Monte Carlo simulation

results and experimental results. Since our approach is much faster computationally

than Monte Carlo simulations, we were able to perform a comprehensive parame-

ter study, and we proposed a new structure with lower phase noise and reduced

nonlinearity.

Bleaching or absorption saturation in a high-current photodetector can occur

when intense optical fields either saturate the number of available final energy states

or depopulate the initial states [28]. Additionally, the high density of photogenerated

electrons can increase the possibility that they are recaptured. Bleaching leads to

a reduction in the photodetector’s responsivity as the peak intensity and hence the

average power increases. This decrease in responsivity can lead in turn to nonlinear

distortion of an incoming RF-photonic signal. Juodawlkis et al. [44] have reported

that this effect can limit the performance of photonic analog-to-digital converters

(PADCs).

We have developed an empirical model of bleaching, and we have incorporated
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this model into the 1-D drift-diffusion equations in order to calculate its impact on

the nonlinear distortion in p-i-n and MUTC photodetectors. We determined the

parameters of the bleaching model by comparison with experimental results both in

the pulsed mode and the CW mode in a p-i-n photodetector [13] and in the pulsed

mode in an MUTC photodetector [42]. We developed our bleaching model starting

with the rate equations for a two-level system. In practice, however, the physics

of bleaching is complex and poorly understood. We have found it necessary to use

a slightly more sophisticated empirical model that includes quadratic terms in the

numerator and denominator in order to obtain agreement with the experimental

measurements. Our calculations are presented in detail in Chapter 5.

We calculate the impact of nonlinearity including the effect of bleaching in

p-i-n and MUTC photodetectors in the pulsed mode as a function of the average

input optical power. When considering nonlinearities in photodetectors, second-

order intermodulation distortion (IMD2) and third-order intermodulation distortion

(IMD3) are particularly significant. Frequencies that IMD3 generates can be close to

the fundamental modulation frequencies. The second-order output intercept point

(OIP2) and the third-order output intercept point (OIP3) with the fundamental

frequency response are the key figures of merit to characterize IMD2 and IMD3.

OIP2 is defined as the extrapolated intercept point of the power of the fundamental

frequency and IMD2, while OIP3 is defined as the extrapolated intercept point of

the power of the fundamental frequency and IMD3 [1].

There is a key difference between CW and frequency comb inputs. For a

CW input, there is only one set of IMD2, IMD3, OIP2, and OIP3 for a given RF
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modulation frequency. By contrast, for a frequency comb input, there will be a

different IMD2n, IMD3n, OIP2n, and OIP3n for each comb line n. We calculate

these quantities for each of the comb lines for a repetition rate of 20 ns and powers

of 0.1–50 mW that correspond to experiments that are being carried out at the

Naval Research Laboratory. We carry out our calculations both with and without

bleaching to determine the impact of bleaching [52–54]. We show in Chapter 6 that

bleaching impacts the nonlinearity differently for different comb lines.
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Chapter 2

Modeling a p-i-n and an MUTC photodetector: Review of prior work

Models that we are using in this dissertation are based on the models that

were developed by Williams [43] and Hu [55]. In this chapter we are repeating and

reviewing the models and materials that were presented by Williams and Hu for

completeness.

2.1 p-i-n and MUTC photodetector structures

2.1.1 p-i-n structure

In Fig. 2.1, we show the p-i-n photodetector structure that we study. It is a

single heterojunction device made of InP and InGaAs. The device is composed of

a highly-doped transparent n-InP substrate of length wn = 0.1 µm (ND = 2× 1017

cm−3), an intrinsic region of n-InGaAs of length wi = 0.95 µm (NB = 5×1015 cm−3),

and a degenerately doped p-InGaAs p-region of length wp = 1 µm (NA = 7 × 1018

cm−3), where NA and ND denote the acceptor and donor densities, and NB denotes

the unintentional donor density in the intrinsic region. The total length of the

photodetector is L = 2.05 µm. The incident light is assumed to pass through an

aperture on the n-side ohmic contact of the device. The device radius is 15 µm.

In our simulations of this device, we consistently use these same device parameters

except as noted. These parameters were first used by Williams et al. [13]
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Figure 2.1: p-i-n photodetector structure. This figure is taken from

Hu [55].

2.1.2 MUTC structure

Photogenerated electrons and holes in the depletion region of a p-i-n photode-

tector produce space charge, resulting in nonlinear distortion of the optical field and

limiting the RF frequencies that the optical field can carry. Because of their lower

drift velocity, holes dominate the space charge. The speed of the photoresponse

is also mostly determined by hole transport due to the lower mobility of the holes

(∼ 40 times lower than electrons in InGaAs at low electric fields and almost double

at high electric fields).

To increase the speed of high-current photodetectors, it is advantageous to

avoid using holes as active carriers. Uni-traveling carrier (UTC) photodetectors

only use electrons as active carriers and can thereby achieve higher output currents

than can p-i-n photodetectors [41].

In Fig. 2.2 we schematically show the band diagram of a UTC photodetector.

The main difference between a p-i-n photodetector and a UTC photodetector is

the position of the absorption region. In a p-i-n photodetector, the depleted region
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Figure 2.2: UTC photodetector band diagram. This figure is similar to

Fig. 1 in Ito [56].

and the p-region are used as the absorption layers. Holes have to travel through

the entire intrinsic region and the p-region in order to reach the p-contact. The

response time of a p-i-n photodetector is determined by the velocity of the holes

and is longer than the response time of electrons. In a UTC photodetector, the

only absorption layers are in the p-region. The intrinsic region is used for collection.

Photogenerated majority holes diffuse almost immediately to the p-contact. The

photogenerated minority electrons in the absorption layers diffuse (and/or drift)

into the depleted collection region. Hence, the response time of a UTC photode-

tector is only determined by the electron transport in the device [56]. There is a

diffusion blocking layer on the left side of the absorption region that prevents elec-

trons from diffusing to the p-contact. Between the absorption region and collection

region, a graded energy gap helps the electrons transit through the interface and

thus reduces the transport time [55]. UTC photodetectors have a rapid response
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Figure 2.3: MUTC photodetector band diagram.

(∼ 10−12 s) without sacrificing responsivity. UTC photodetectors also have a high

output saturation current (∼ 100 mA) because of the reduced space charge effect

compared to p-i-n photodetectors [41]. To date, a record 3-dB bandwidth of 310

GHz and a millimeter-wave output power of over 13 dBm at 100 GHz have been

achieved [56] using a short pulse and an effective load of 12.5 Ω. With a 50-Ω

load, Rouvalis et al. [57] obtained a responsivity of 0.27 A/W, a 3-dB bandwidth of

170 GHz, and an output power of −9 dBm at 200 GHz.

The development of UTC photodetectors was followed by the development of

modified-uni-traveling-carrier (MUTC) photodetectors [42]. Figure 2.3 shows the

band diagram of an MUTC structure. There is a cliff layer in the MUTC structure

between the collection region and the absorption layers, which is moderately doped

and reduces the space charge effect at high photocurrents [42]. In a standard UTC

device, the electric field is higher in the entire intrinsic region than elsewhere in the
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Figure 2.4: Structure of the MUTC photodetector [42] that we have

modeled to date. Green indicates the absorption regions, which include

an intrinsic region and a p-doped region. Red indicates highly doped

InP layers, purple indicates highly-doped InGaAs layers, and white in-

dicates other layers.

device. In an MUTC device, the electric field is only large in the InGaAs intrinsic

layer, rather than the entire intrinsic region, which decreases the space charge effect.

Additionally, there is a thin intrinsic layer of InGaAs, which is used to increase the

responsivity. In Fig. 2.4 we show the MUTC structure [42] that we have modeled.

18



2.2 Drift-diffusion model

We use a one-dimensional (1-D) model of the p-i-n and MUTC photodetec-

tors [22–24, 58–62] to model carrier transport in these photodetectors. We account

for external loading, impact ionization, and the Franz-Keldysh effect as needed in

our simulations. Our starting point is the electron and hole continuity equations

and the Poisson equation,

∂(p−N−A )

∂t
= −1

q
∇ · Jp +Gii +Gopt −R(n, p),

∂(n−N+
D )

∂t
= +

1

q
∇ · Jn +Gii +Gopt −R(n, p),

∇ · E =
q

ε

(
n− p+N−A −N+

D

)
,

(2.1)

where n is the electron density, p is the hole density, t is time, q is the unit of

charge, Jn is the electron current density, Jp is the hole current density, R is the

recombination rate, Gii and Gopt are impact ionization and optical generation rates,

E is the electric field at any point in the device, ε is the material permittivity, N−A is

the ionized acceptor concentration, and N+
D is the ionized donor concentration. The

electron and hole current densities are governed by the equations

Jp = qpvp(E)− qDp∇p,

Jn = qnvn(E) + qDn∇n,
(2.2)

where vn(E) and vp(E) are the electric-field-dependent electron and hole drift veloc-

ities, Dn is the electron diffusion coefficient, and Dp is the hole diffusion coefficient.
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Windhorn et al. [63] have measured the electron drift velocity as a function of

the electric field for InGaAs at electric field strengths from 10–100 kV/cm. Den-

tan et al. [59] proposed an empirical expression for vn(E) to fit the measured results

in InGaAs. Their expression is

vn(E) =
E (µn + vn,satβ|E|)

1 + β|E|2
, (2.3)

where µn is the electron low-field mobility, vn,sat is the saturated electron velocity,

and β is a fitting parameter. Hill et al. [64] have measured the hole velocity in

the range of 54–108 kV/cm. Böer [65] proposed an empirical expression to fit the

measured hole drift velocity as a function of electric field vp(E) in InGaAs. His

expression is

vp(E) =
µpvp,satE(

vγp,sat + µγp |E|γ
)1/γ

, (2.4)

where µp is the hole low-field mobility, γ is an empirical fitting parameter that

depends on temperature, and vp,sat is the saturated hole velocity. In Fig. 2.5, we

show electron and hole drift velocities as a function of the electric field given by

Eqs. 2.3 and 2.4.

Hilsum [66] proposed an empirical formula to take into account the dependence

of electron and hole low field mobilities, µn and µp, on the doping density,

µn,p =
µn0,p0

1 +

(
ND +NA

Nref

)η , (2.5)
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Figure 2.5: Electron and hole drift velocities in InGaAs as a function

of the electric field for different fitting parameters γ = 1, 4 and hole

mobilities µp = 150 cm2/V-s, 300 cm2/V-s, using Eqs. 2.3 and 2.4. This

figure is similar to Fig. 3 in Williams [43].

where µn0 and µp0 are electron and hole mobilities at low doping concentrations,

respectively, while Nref and η are empirical parameters.

Williams [43] and Böer [65, 67] gave an empirical expression for the electron

diffusion coefficient as a function of electric field,

Dn(E) =
kBTµn/q[

1− 2 (|E|/Ep)2 + 4
3

(|E|/Ep)3]1/4 , (2.6)

where Ep is the electric field at which the diffusion constant peaks. In our simula-

tions we use Ep = 4 kV/cm since it was the optimal choice to fit the data [55].

Williams [43] gave an expression for the hole diffusion coefficient as a function of

electric field,

Dp(E) =
kBT

q

vp(E)

E
. (2.7)
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The main contribution to the recombination rate in Eq. 2.1 is the Shockley-

Read-Hall (SRH) effect, which yields [68]

R =
np− n2

i

τp(n+ ni) + τn(p+ ni)
, (2.8)

where τn, τp, and ni are the electron and hole lifetimes and intrinsic carrier density

respectively.

The optical generation rate in Eq. 2.1 is

Gopt(x, t) = Gc(x, t) exp [−α(L− x)] , (2.9)

where α is the absorption coefficient, x is distance across the device, L is the device

length, and Gc(t) is the generation rate coefficient as a function of time, which is

given by [55]

Gc(t) =
αPopt(t)

AWphoton

, (2.10)

where Popt(t) is the optical power as a function of time, A is the area of the light

spot, and Wphoton is the photon energy. As a result of Eq. 2.9, the generation rate

in the absorption layer depends on the location in the device as well as the material.

We will assume that the beam is Gaussian-shaped with a profile given by

Q(r, t) = Q0(t) exp[−2(r/r0)2], (2.11)
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where Q0(t) is the time-dependent incident photon flux, r is the radius, and r0 is

the spot size of the light. In the 1-D drift-diffusion model, the physical Gaussian

beam profile must be approximated by a constant intensity over an effective beam

area. The optical intensity is defined as the optical power per unit area. We define

an effective beam diameter D0 and an average beam intensity Iav such that the total

power of this constant approximation is the same as the Gaussian beam, so that

∫ ∞
0

I(r)2πrdr = Iavπ

(
D0

2

)2

, (2.12)

where I(r) = I0 exp(−2r2/r2
0) is the intensity of the Gaussian beam and r0 is the

1/e beam radius of the Gaussian beam. In the 1-D model, the diameter D0 is a

fitting parameter, and we obtain reasonable results when D0 approximately equals

2r0 [55].

The total output current is the sum of the hole, electron, and displacement

currents and is given by

Jtotal = Jn + Jp + ε
∂E

∂t
. (2.13)

2.3 Boundary conditions and thermionic emission

To determine a set of boundary conditions, we assume that the p- and n-

contacts in Fig. 2.1 are ohmic contacts and so create no barrier to the carrier flow.

Hence, the carrier densities near the contacts may be approximated by their densities

in the bulk region. Assuming thermal equilibrium and vanishing space charge at
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the ohmic contacts, the boundary conditions at the contacts are

p(0) = N−A , n(0) =
n2
i

p(0)
, (2.14)

n(L) = N+
D , p(L) =

n2
i

n(L)
, (2.15)

where p(0) and n(0) are the hole and electron densities at the contact at x = 0,

while p(L) and n(L) are the hole and electron densities at the contact at x = L,

and N−A and N+
D are the ionized acceptor and donor impurity concentrations.

We set the electrostatic potential at x = 0 to zero, i.e., ϕ(0) = 0. We must

then set the boundary conditions for ϕ at the other device interfaces. To determine

the appropriate condition for ϕ(L), we must take into account the load resistor.

Altogether, the potential boundary conditions relate the given reverse bias Va, the

built-in potential Vbi [10],

Vbi =
kBT

q
ln

(
N−AN

+
D

n2
i

)
, (2.16)

and the current in the photodetector to the electric field in the semiconductor region.

Hence, the boundary condition for the potential becomes

ϕ(L)− ϕ(0) = ϕ(L) = Va − IRLoad + Vbi, (2.17)

where I is the output current. Since the current I is unknown at the start of any

simulation, we must find it iteratively. We use the same method as Hu et al. [22,55].
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Starting with an initial guess I0, we determine a new current I1 using Eq. 2.17. We

then use I1 as the next guess. We can assume that the output current I is an

unknown function,

I = f(VD), (2.18)

where VD = ϕ(L)− ϕ(0) is the bias across the device. We substitute Eq. 2.17 into

Eq. 2.18, and we obtain

F (VD) =
VD − Va − Vbi

RLoad

+ f(VD) = 0, (2.19)

where F (VD) is the difference between the output current and the load current as

a function of VD. We then obtain the numerical derivative of df(VD)/dVD from two

initial guesses of output current I1 and I0,

df(VD)

dVD
=

I1 − I0

VD1 − VD0

, (2.20)

where VD1 is the bias applied on the device when the output current is I1, and VD0

is the bias applied on the device when the output current is I0. We next obtain the

numerical derivative of dF (VD)/dVD,

dF (VD)

dVD
=

1

RLoad

+
I1 − I0

VD1 − VD0

. (2.21)

We finally use Newton’s method to solve Eq. 2.19. The next guess for VD, VD2, is
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Figure 2.6: A depiction of the photodetector band diagram [55]. This

figure is similar to Fig. 3.2 in Williams [43].

then

VD2 = VD1 −
I1RLoad + VD1 − Va − Vbi

VD1 − VD0 +RLoad(I1 − I0)
(VD1 − VD0). (2.22)

We iterate until the relative difference is smaller than 10−6. If we further decrease

the relative difference, there is no change in the simulation results.

Figure 2.6 shows the band diagram of the photodetector, where a reverse bias

voltage of a few volts is applied to the device. The InGaAs/InP heterojunction

depicted in Fig. 2.6 has a valence band discontinuity of 0.38 eV and a conduction

band discontinuity of 0.23 eV [43, 69, 70]. The reduction in the conduction band

discontinuity and the increase in the valence band discontinuity of approximately

0.1 eV is the result of the difference in the doping of the intrinsic and n-InGaAs layer.

We assume that the electrons flow without restriction across the heterojunction
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because the barrier is only 0.1 eV. However, holes are affected by the barrier of

0.5 eV. We use a thermionic emission model [71,72] to calculate the hole current at

the heterojunction. We may write

Jp = qv1p− exp[(Wv1 −Wv2)/kBT ]− qv2p+, (2.23)

where v1 and v2 are respectively the hole emission velocities on the left side and

right side of the heterojunction, p− and p+ are the hole densities on the left side and

right side of the heterojunction, and Wv1 and Wv2 are the valance band energies on

the left side and right side of the heterojunction [55].

2.4 Physical effects

2.4.1 Incomplete ionization

The ionization of impurity atoms is an important process in determining the

number of free carriers in semiconductors and thus their conductivity and other

physical properties. The ionization process depends on the type of impurity and

the temperature, as well as the type of semiconductor. In device modeling, it is a

common practice to assume complete ionization, particularly at room temperature or

higher temperatures. However, the impurity ionization is often incomplete, and the

conventional complete ionization approximation can introduce considerable errors

in predictions of the semiconductor device behavior [73].

At low temperatures, the thermal energy within a semiconductor is not high
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enough to fully ionize doping impurities introduced into InGaAs and InP. As a re-

sult, the carrier concentration will not equal the concentration of the dopant atoms.

The incomplete ionization of impurities in InGaAs and InP must be considered in a

similar manner to those in silicon because the impurity energy levels are relatively

deep compared to the thermal energy, so that only some of the impurities are ion-

ized [55]. Our model accounts for the incomplete ionization of doping impurities

such as boron, aluminum, and nitrogen, using the following expressions [55, 74],

N+
D =

ND

1 + gD exp

(
EC − ED
kBT

)
exp

(
EFn − EC
kBT

) ,

N−A =
NA

1 + gA exp

(
EA − EV
kBT

)
exp

(
−EFp − EV

kBT

) , (2.24)

where ND and NA are the donor and acceptor impurity concentrations, gD = 2 and

gA = 4 are the respective ground-state degeneracy of donor and accept impurity

levels [22,73], EA and ED are the acceptor and donor energy levels, EC and EV are

the low conduction band and the high valence band energy levels, EFn and EFp are

the quasi-Fermi energy levels for the electrons and holes, and T is the temperature.

The energy differences in our simulations are ∆ED = EC − ED = 5 meV and

∆EA = EA−EV = 25 meV [69]. The basic variables in the drift-diffusion equations,

Eq. 2.1, are the potential (or electric field), the electron concentration, and the hole

concentration. Therefore, it is more convenient to rewrite Eq. 2.24 in terms of the
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carrier concentration instead of the quasi-Fermi levels. We use the expressions

N+
D =

ND

1 + gDn/n1

, N−A =
NA

1 + gAp/p1

, (2.25)

where

n1 = NC exp

(
−∆ED
kBT

)
,

p1 = NV exp

(
−∆EA
kBT

)
,

(2.26)

and

n = NC exp

(
EFn − EC
kBT

)
,

p = NV exp

(
−EFp − EV

kBT

)
.

(2.27)

2.4.2 Impact ionization

At high electric fields, a hot electron/hole, which has a high energy due

to the applied field in comparison with the band gap, can collide with an elec-

tron/hole in the valence/conduction band via the Coulomb interaction and knock

it into the conduction/valence band, creating another pair of mobile charge car-

riers. The initial electron/hole must provide enough energy to bring the valence-

band/conduction-band electron/hole into the conduction/valence band [75]. Thus,

the initial electron should have energy slightly larger than the band gap (around

1 eV for In0.53Ga0.47As [76]). With a strong electric field and an acceleration region

with a sufficiently long length, this mechanism can lead to avalanche breakdown [77].

In the p-i-n photodetectors that we are considering, the acceleration lengths are too

small to lead to avalanche breakdown since electrons leave the acceleration region
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too quickly. Nonetheless, impact ionization can lead to an important increase in

the electron and hole densities [55]. The electron and hole generation rate due to

impact ionization Gii can be described as [78]

Gii = αn
|Jn|
q

+ αp
|Jp|
q
, (2.28)

where αn and αp are the impact ionization coefficients of the electrons and holes,

respectively. We calculate their values using the formulae [69,78]

αn = An · exp

[
−
(
Bn

|E|

)m]
,

αp = Ap · exp

[
−
(
Bp

|E|

)m]
,

(2.29)

where An, Bn, Ap, and Bp are experimentally-determined parameters [69, 70]. The

exponent m is set equal to 1.05. The values that we use, shown in Table 2.1 for

InGaAs, are modified slightly from the values in [69,70] in order to obtain harmonic

powers that are consistent with experiments. However, all values fall within the

range of experimental error.

2.4.3 Franz-Keldysh effect

When the photon energy of the incident optical light is close to the band edge

of the InGaAs absorber, the Franz-Keldysh effect must be taken into account [79].

The Franz-Keldysh effect leads to oscillations in the carrier transition probability

for energies that are greater than the band gap and tunneling of the electron state
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Table 2.1: Material parameters at 300 K that we used in our simulations

Parameter InP In0.53Ga0.47As

Eg (eV) 1.35 0.71

χ (eV) 4.38 4.6

εr (eV) 12.4 13.7

∆ED (eV) 0.007 0.005

∆EA (eV) 0.025 0.025

τn,p in i-region (ns) 10 10

τn,p in doped region (ps) 100 100

An (cm−1) 1.12 ×107 6.64×107

Bn (V/cm) 3.11 ×106 2×106

Ap (cm−1) 4.79 ×106 9.34×107

Bp (V/cm) 2.55 ×106 2.26×106

β (cm2/V2) 8× 10−8 4× 10−8

γ 1 1

α (µm−1 ) – 1.45

vn,sat (cm/sec) 6.7× 106 1.53× 107

vp,sat (cm/sec) 5× 106 6.39× 106

m∗n/m0 0.08 0.041

m∗p/m0 0.64 0.59
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into the forbidden band due to band-bending below the band gap in the presence of

an applied electric field.

The expression for the absorption coefficient due to the Franz-Keldysh effect

[55,80] is

α =

(
2πe2

me
2cη′ω

)( |〈ck0|e · p|vk0〉|2
A2π2f 1/2χ

)
, (2.30)

where e is the magnitude of the electron charge (here positive), me is the electron

mass, η′ is the real part of the refractive index at the frequency ω, c is the speed

of light, k0 is the point in the k-space where the minimum energy gap between the

conduction band c and the valence band v occurs, e ·p denotes the matrix elements

of the transition, A is a normalization constant, f is the field strength, and χ is a

constant that can be calculated by solving the effective mass equation [65].
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Chapter 3

Modeling the impulse response and the phase noise

3.1 One-dimensional computational model

We use the same one-dimensional model that Hu et al. [22,55] have presented.

We use the implicit Euler method to discretize the drift-diffusion equations in time

t for numerical computation. We use second-order finite differences to discretize

the spatial dimension x. Figure 3.1 schematically shows the mesh that we use to

discretize the x-dimension. We define the hole density p, the electron density n,

and the electric potential ϕ, at the integer points in the mesh that are indexed by

l = 1, 2, ..., N . The current and electric field are defined at intermediate points that

are indexed by l = 3/2, 5/2, ..., N − 1/2. We define the distance between the integer

points l and l + 1 as hl, and the distance between the intermediate points l − 1/2

and l + 1/2 as h′l. We set

h′l =
hl−1 + hl

2
. (3.1)

We approximate the electric field at the half-integer points in the mesh as

El+1/2 = −
(
ψl+1 − ψl

h′l

)
, (3.2)

33



h′l−1 h′l h′l+1

hl−1 hl hl+1

l l + 1l − 1

l + 1/2 l + 3/2l − 1/2l − 3/2

x = 0 x = L

1 N

Figure 3.1: Numerical mesh used for the finite difference spatial dis-

cretization of the 1-D drift-diffusion equation.

where ψl is the potential at mesh-point l, and we approximate ∂p/∂x and ∂n/∂x at

the half-integer points as

∂p

∂x

∣∣∣∣
l+1/2

=

(
pl+1 − pl

h′l

)
,

∂n

∂x

∣∣∣∣
l+1/2

=

(
nl+1 − nl

h′l

)
.

(3.3)

We calculate the currents at the half-integer points by discretizing Eq. 2.2 to obtain

Jp,l+1/2 = qpl+1/2vp,l+1/2(E)− qDp,l+1/2

(
pl+1 − pl

hl

)
,

Jn,l+1/2 = qnl+1/2vn,l+1/2(E) + qDn,l+1/2

(
nl+1 − nl

hl

)
,

(3.4)

where pl+1/2 = (pl+1 + pl)/2, nl+1/2 = (nl+1 + nl)/2, Dn,l+1/2 and Dp,l+1/2 are the

electron and hole diffusion coefficients at the point l + 1/2, and vn,l+1/2 and vp,l+1/2

are the electron and hole drift velocities at the point l + 1/2. Using this mesh, we
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Figure 3.2: Discretization scheme that we used in our device model at

a heterojunction interface.

discretize Eq. 2.1 so that it becomes

ni+1
l − nil
δt

=
1

q

J i+1
n,l+1/2 − J i+1

n,l−1/2

h′l
+Gi+1

l +Gi+1
i,l −Ri+1

l ,

pi+1
l − pil
δt

= −1

q

(Jp)
i+1
l+1/2 − (Jp)

i+1
l−1/2

h′l
+Gi+1

l +Gi+1
i,l −Ri+1

l ,

1

h′l

[
ϕi+1
l+1 − ϕi+1

l

hl
− ϕi+1

l − ϕi+1
l−1

hl−1

]
= −q

ε

(
N+
Dl −N−A l + pi+1

l − ni+1
l

)
,

(3.5)

where ni+1
l and pi+1

l are the electron and hole densities at the point l and time-step

i+1, respectively, Gi+1
l is the generation rate at the point l and time-step i+1, Ri+1

l

is the recombination rate at the point l and time-step i+ 1, ϕi+1
l is the electrostatic

potential at the point l and time-step i+ 1, and finally N+
Dl and N−A l are the ionized

donor and acceptor doping densities at the point l.

At the heterojunction interface x0 that we show in Fig. 3.2, the discretization

is different due to a discontinuity in the hole density. Figure 3.2 shows a schematic

illustration of the discretization in this case. We treat the drift-diffusion equation

as a differential equation in the hole density, assuming that all other variables are
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constant across the grid, and we integrate across the grid element to obtain the hole

density at the interface x0. The integration is done in two steps, first from xl to x0

and then from x0 to xl+1, as illustrated in Fig. 3.2. The drift-diffusion equation for

holes, which is obtained by inserting Eqs. 2.4 and 2.7 into Eq. 2.2, can be written

as a differential equation in the hole density,

∂p

∂x
=

qE

kBT
p− EJp

kBTvp
. (3.6)

Integrating from xl to x0 yields

px−0 = plexp

[
qEl+1/2

kBT
∆x1

]
− Jp,l+1/2

qvp,l+1/2

{
1− exp

[
qEm+1/2

kBT
∆x1

]}
.

(3.7)

The integral from x0 to xm+1 yields:

px+0 = pl+1exp

[
−qEl+1/2

kBT
∆x2

]
− Jp,l+1/2

qvp,l+1/2

{
1− exp

[
−qEl+1/2

kBT
∆x2

]}
.

(3.8)

We also take into account thermionic emission at the heterojunction inter-

face [71, 72]. In Fig. 3.3, we illustrate the possible barriers for holes. When holes

move from a material with a higher valance band energy to a lower valance band

energy, as shown on the left of Fig. 3.3, the heterojunction is a barrier to holes. This

case occurs in the structure that we study. When holes move from a material with

a lower valance band energy to a material with a higher valance band energy, as
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Figure 3.3: Schematic illustration of the boundary conditions used at

the heterojunction.

shown on the right of Fig. 3.3, then holes move freely through the heterojunction.

This kind of heterojunction is not a barrier to holes. This case does not appear in

the structure that we study. Using Eq. 2.23, the current at the heterojunction can

be written as

Jp(l + 1/2) = qv1p(x
−
0 ) exp[(Ev1 − Ev2)/kBT ]− qv2p(x

+
0 ). (3.9)

Inserting Eqs. 3.7 and 3.8 into Eq. 3.9 and rearranging yields

Jp(l + 1/2) = qvp(l + 1/2)
A−B

1 + C −D, (3.10)

where A, B, C, and D are given by [22,55]

A = p(l) exp

[
qE(l + 1/2)∆x1 + Ev1 − Ev2

kBT

]
, (3.11)

B = p(l + 1) exp

[
−qE(l + 1/2)∆x2

kBT

]
, (3.12)
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C =

{
1− exp

[
qE(l + 1/2)∆x1

kBT

]}
exp

[
Ev1 − Ev2

kBT

]
, (3.13)

D = 1− exp

[
−qE(l + 1/2)∆x2

kBT

]
. (3.14)

We have assumed that the electric field and the hole velocity remain constant across

the heterojunction interface.

3.2 Impulse response of the p-i-n and MUTC photodetectors

To calculate the impulse response, we first calculate the steady state output

current. We then perturb the generation rate by ∆Gopt and calculate the impulse

response due to the perturbation ∆Gopt. We use

∆Gopt = rGopt rect

(
t

τ

)
, (3.15)

where Gopt is the optical generation rate, r is the perturbation coefficient, rect(t) is

the rectangular function

rect(t) =


0, t < 0

1, 0 < t < 1

0, 1 < t

t is time, and τ is the impulse width. We set τ = 10 fs, which we verified produces

reliable results for the impulse response for times that are larger than 40 fs. We use

r = 10−1, which we have verified is sufficiently small that no nonlinear effects occur,
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Figure 3.4: Output current Iout of the MUTC photodetector as a func-

tion of time for different time meshes (∆t).

while it is large enough to avoid roundoff errors. The normalized impulse response

h(t) is then given by

h(t) =
∆Iout(t)∫∞

0
∆Iout(t)dt

, (3.16)

so that
∫∞

0
h(t)dt = 1, where ∆Iout(t) is the change in the output current due to the

impulse.

We note that h(t) as defined here includes the combined effect of a finite optical

pulse duration and the electrical response to the optical pulse. This definition is

consistent with Refs. [46] and [47]. In order to verify that our results are independent

of the choice of τ and r, we ran numerical tests in which we allowed these quantities

to vary.
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Figure 3.5: Normalized impulse response of the MUTC photodetector

as a function of time for different values of r.

In Fig. 3.4, we show output current (Iout) of the MUTC photodetector as a

function of time t for different time meshes (∆t). The results are almost identi-

cal for t > 20 fs, indicating that the frequency dependence will be reliable up to

frequencies of 50 THz, which is far beyond the limit of 10–50 GHz at which exper-

iments indicate that the device can no longer respond. Similar results hold for the

p-i-n photodetector.

In Fig. 3.5, we show how the calculated impulse response varies for the MUTC

device as r varies. When r = 10−4, computational errors degrade the impulse re-

sponse, leading to rapid fluctuations. When r = 105, nonlinearity becomes impor-

tant, and the impulse response is distorted. For 10−3 < r < 104, the impulse response

is almost identical to the impulse response when r = 10−1, which we have shown in

the figure. While it is possible in principle to linearize Eqs. 2.1–2.9 about the sta-
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tionary solution and avoid this issue, the equations that we obtain with this direct

linearization are sufficiently complex that there is no advantage in doing so.

3.3 Calculation of the phase noise in photodetectors

In this section, we calculate the phase noise of the MUTC photodetector. We

first calculate the timing jitter using the impulse response function, and we then use

the timing jitter to calculate the phase noise.

We define the finite-time Fourier transform,

FT{x(t)} ≡ 1

2T

∫ T

−T
x(t) exp(−j2πft)dt. (3.17)

We next write

FT{i(t)} =
1

2T

∫ T

−T
i(t) exp(−j2πft)dt

=
1

2KTR

K−1∑
k=−K

∫ TR

0

i(t+ kTR) exp[−j2πf(t+ kTR)]dt,

(3.18)

where i(t) is the output current, TR is the repetition time between optical pulses,

and T = KTR. If we let ik(t) = i(t+ kTR), so that ik(t) is the k-th current output

pulse, we obtain

FT{i(t)} =
1

2KTR

K−1∑
k=−K

∫ TR

0

ik(t) exp(−j2πft)dt. (3.19)
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For the n-th harmonic of the current, we obtain

Rn + jQn =
1

2KTR

K−1∑
k=−K

∫ TR

0

ik(t) [cos (2πnfrt)− j sin (2πnfrt)] dt, (3.20)

where Rn and Qn are in-phase and quadrature components of the n-th harmonic.

We also define the ensemble average 〈ck(t)〉 for any quantity ck(t) as

〈ck(t)〉 ≡ lim
K→∞

1

2K

K−1∑
k=−K

ck(t). (3.21)

It is useful to shift the time to remove the quadrature component to good

approximation. To do that, we write

Rn + jQn =
1

2KTR

K−1∑
k=−K

∫ TR

0

ik(t)

{
cos

[
2πn

TR
(t− tc)

]
− j sin

[
2πn

TR
(t− tc)

]}
dt,

(3.22)

where tc is the central time of the output current, which is implicitly defined by the

relation

Qn =
1

TR

∫ TR

0

〈ik(t)〉 sin
[

2πn

TR
(t− tc)

]
dt = 0. (3.23)

We next define

Φn =
−j∑K−1

k=−K
∫ TR

0
ik(t) sin

[
2πn
TR

(t− tc)
]

dt∑K−1
k=−K

∫ TR
0

ik(t) cos
[

2πn
TR

(t− tc)
]

dt
= 0. (3.24)
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Although we have Φn = 0, the separate phase contribution of each comb pulse to

Φn will be non-zero. We have Φn =
∑

k Φkn and Qn =
∑

kQkn, where

Φkn =
Qkn

Rn

=
−j
∫ TR

0
ik(t) sin

[
2πn
TR

(t− tc)
]

dt∫ TR
0

ik(t) cos
[

2πn
TR

(t− tc)
]

dt
. (3.25)

We next find

Φ2
kn =

∫ TR
0

∫ TR
0

ik(t)ik(u) sin
[

2πn
TR

(t− tc)
]

sin
[

2πn
TR

(u− tc)
]

dtdu{∫ TR
0

ik(t) cos
[

2πn
TR

(t− tc)
]

dt
}2 . (3.26)

We may assume that the electrons in each current pulse are Poisson-distributed

[81]. This assumption may seem surprising at first since the photodetectors of

interest to us operate in a nonlinear regime. However, the electrons only interact

through the electric field that they collectively create. Due to the large number of

electrons that create this field, a mean-field approximation is valid, and the arrival

time of the electrons is nearly independent. Given the assumption that the current

pulses are Poisson-distributed, we find

〈ik(t)ik(u)〉 − 〈ik(t)〉 〈ik(u)〉 = h(t)e2Ntotδ(t− u). (3.27)

Taking the ensemble average of Eq. 3.26, substituting Eq. 3.27 into this ensemble-

averaged equation, and using Eq. 3.23, we find

〈
Φ2
n

〉
=

1

Ntot

∫ TR
0

h(t) sin2 [2πn(t− tc)/TR] dt{∫ TR
0

h(t) cos [2πn(t− tc)/TR] dt
}2 , (3.28)
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where 〈Φ2
n〉 is the mean-square phase fluctuation and Ntot is the total number of

electrons in the photocurrent. Increasing the photocurrent for a given impulse re-

sponse h(t) decreases the phase noise. In the limit of short optical pulse durations

(. 500 fs), we find that 〈Φ2
n〉 tends to a non-zero constant, which is given by

〈
Φ2
n

〉
=

1

Ntot

∫ TR
0

he(t) sin2 [2πn(t− tc)/TR] dt{∫ TR
0

he(t) cos [2πn(t− tc)/TR] dt
}2 , (3.29)

where he(t) is the electronic impulse response of the device. From Eq. 3.29, we infer

that phase noise is reduced for a fixed pulse energy by designing the photodetector

so that its impulse response tail is as small as possible. We stress that this analysis

applies to any photodetector, not only MUTC photodetectors.

Using Eq. 3.29, we may calculate the phase noise of MUTC photodetectors.
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Chapter 4

Impulse response and phase noise simulation results for the p-i-n and

MUTC photodetectors

4.1 Simulation results at steady state for the p-i-n photodetector

Here, we present the simulation results for the p-i-n photodetector that we

study (see Fig. 2.1) at steady state. Figure 4.1 shows the electric field distribution

inside the p-i-n photodetector, and Fig. 4.2 shows the electron and hole densities.
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Figure 4.1: Electric field distribution at steady-state inside the

p-i-n photodetector.
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Figure 4.2: Density of electrons (red) and holes (blue) at steady-state

inside the p-i-n photodetector.

4.2 Impulse response of the p-i-n photodetector

After we calculated the steady-state parameters, we perturbed the optical gen-

eration rate by ∆Gopt and we then calculated the impulse response due to this per-

turbation using the method that we described earlier in Sec. 2.5. Figure 4.3 shows

the impulse response of the p-i-n photodetector as a function of time, normalized

to 1, i.e.,

∫ ∞
0

h(t)dt = 1. (4.1)

In this figure, the black curve shows the total current, the red curve shows the

electron current, the blue curve shows the hole current, and the dashed green curve
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Figure 4.3: Impulse response of the p-i-n photodetector.

shows the displacement current. To calculate the total current, we add the electron,

hole, and displacement currents. At very early times (first 70 fs), the electron current

dominates the total current, but at later times the hole current dominates the total

current. The displacement current is always negligible.

In Fig. 4.4, we show the corresponding power spectral density |H(f)|2, where

H(f) =

∫ ∞
−∞

h(t) exp(−2πjft)dt. (4.2)

4.3 Simulation results at steady state for the MUTC photodetector

In Figs. 4.5 and 4.6, we show the electric field and carrier distributions at

steady state inside the MUTC photodetector. The behavior as a function of po-

sition is significantly more complex than it is for the p-i-n photodetector, due to
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the more complex structure. A clear difference in the hole density is observed be-

tween the two structures. In the p-i-n photodetector, the hole density decreases by

two orders of magnitude at the transition between the p-region and the intrinsic

region. By contrast, the hole density decreases by ten orders of magnitude in the

MUTC photodetector. It is the virtual elimination of holes as current carriers that

is responsible for the faster response of this device.

4.4 Impulse response of the MUTC photodetector

In Fig. 4.7, we show the impulse response of the MUTC photodetector as

a function of time. We used the optical pulses that are defined in Eq. 3.15. In

contrast to the p-i-n photodetector, we see that the displacement current cannot
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Figure 4.5: Electric field distribution at steady state inside the MUTC

photodetector with Iout = 15 mA and Vbias = 16 V.
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Figure 4.6: Density of electrons (red) and holes (blue) at steady state

inside the MUTC photodetector with Iout = 15 mA and Vbias = 16 V.
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Figure 4.7: Impulse response of the MUTC photodetector.
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Figure 4.8: Power spectral density of the MUTC photodetector.

be neglected, and it dominates the total current for the first 50 fs. Thereafter, the

electron current dominates at all times, in sharp contrast to the p-i-n photodetector,

for which the hole current dominates beyond 70 fs. Figure 4.8 shows the power
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spectral density of the MUTC photodetector. We compare this result to an average

of the power spectral density that Sun et al. [47] reported from five realizations of

their Monte Carlo simulations. They computed their power spectral density using

an impulse with a duration of 15 ps. We computed h(t) and |H(f)|2 using the same

impulse duration. We have found that when the optical pulse duration is less than

about 500 fs, the impulse response tends to a finite limit he(t) that represents the

electronic response and has a mean-square pulse duration ∼ 90 ps2.

The calculation of the impulse response using the drift-diffusion equations is far

more rapid computationally than is its calculation using Monte Carlo simulations.

Hence, it is possible to do a broad parameter study. In Fig. 4.9, we compare the

device diameter, beam diameter, steady state output current, and the voltage bias.

We compare these results to the average of the power spectral density that

Sun et al. [47] reported from five realizations of their Monte Carlo simulations. The

difference is small in all cases.

4.5 Phase noise in the MUTC photodetectors

In this chapter, we calculate the phase noise of the MUTC photodetector and

compare our results to the Monte Carlo simulation results of Sun et al. [47] and

to the experimental results of Quinlan et al. [46]. Using Eq. 3.29, we calculate the

phase noise of the MUTC photodetector. Figure 4.10 shows the phase noise of the

MUTC photodetector as a function of offset frequency for three different optical

pulse widths.
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different parameters.

We show the phase noise deviation from the long pulse limit as a function of

the optical pulse width in Fig. 4.11.

As shown in Figs. 4.10 and 4.11, we obtain good agreement with both experi-

mental and Monte Carlo simulation results. Here, we considered a range of average

currents between 14 mA and 18 mA and bias voltages between 15 V and 21 V, which

correspond to the ranges in the experiments of Quinlan et al. [46]. In Fig. 4.11, we

show how the phase noise deviation from the long-pulse limit depends on the bias
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voltage and output current for the MUTC device considered earlier in Refs. [46]

and [47]. The computational rapidity of our approach makes it possible to carry out

a detailed device optimization in which all the layer elements in the MUTC device

are varied in order to minimize the phase noise while maintaining low nonlinearity,

as described in the next section.

4.5.1 Suggestions for improving device performance

Here, we use our approach to design an MUTC structure, based on the struc-

ture of Fig. 2.4, but with lower phase noise and nonlinearity. In our parameter

study, we first altered the thickness of each of the absorption regions by up to 10%.

However, we did not find a significant change in the impulse response. Next, we

altered the doping density in each of the absorption regions. The total impulse

response h(t) is given by the sum of the impulse responses of each of the absorption

regions separately, so that

he(t) =
N∑
j=1

hj(t), (4.3)

where hj(t) denotes the individual contribution of each region. For the structure in

Fig. 2.4, we have N = 7, and we show hj(t) in Fig. 4.12, along with the location of

each region. From Eq. 3.29 in Sec. 3.2, we conclude that it is desirable to reduce

the variance of he(t) as much as possible. We obtained our best results when we

increased the doping density in region j = 4 (280 nm–430 nm) from 1.2× 1018 cm−3

to 1.5× 1018 cm−3, we decreased the density in region j = 5 (430 nm–630 nm) from
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Figure 4.12: Contribution of each of the absorption regions to the im-

pulse response of the MUTC photodetector. The diagram of the device

layers is simplified from the full device structure in Fig. 2.4.

8.0× 1017 cm−3 to 6.0× 1017 cm−3, and we decreased the doping density in region

j = 6 (630 nm–880 nm) from 5.0× 1017 cm−3 to 1.5× 1017 cm−3. These changes

have the effect of reducing the size of the tail of he(t).

In Table 4.1, we compare the phase noise that we calculated for the structure of

Li et al. [42] (structure 1) and our modified structure (structure 2) for three different

pulse durations at which the phase noise is experimentally measured. In all cases,

the phase noise is reduced by at least 1.4 dB. For 22-ps pulses, the reduction in

phase noise is over 3 dB.

We also calculated the harmonic powers in the modified structure and com-

pared them to the harmonic powers in the Li et al. [42] structure in CW operation,

as shown in Fig. 4.13. We find that there is no tradeoff with nonlinearity. The
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Figure 4.13: Fundamental and IMD2 (F1 + F2 and F1 − F2) powers

as a function of reverse bias for the Li et al. [42] structure and the

modified structure. We used frequencies F 1 = 4.9 GHz, F 2 = 5.0 GHz,

and F 3 = 5.15 GHz.

Table 4.1: PN1 = phase noise of the Li et al. [42] structure; PN2 =

phase noise of the modified structure; Difference = (PN1) − (PN2).

Pulse Duration Original structure Modified structure Difference

1 ps −178.6 dBc/Hz −180.0 dBc/Hz 1.4 dBc/Hz

12 ps −174.0 dBc/Hz −175.5 dBc/Hz 1.5 dBc/Hz

22 ps −169.7 dBc/Hz −172.8 dBc/Hz 3.1 dBc/Hz

modified structure has a lower second-order intermodulation distortion (IMD2).

It is not obvious that both phase noise and nonlinearity will improve simul-

taneously. To minimize phase noise, it is desirable to have as square an impulse

response as possible. To minimize nonlinearity, it is desirable to minimize the vari-
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ation of the efficiency and mean-square impulse response as a function of the input

pulse energy. These criteria are not equivalent.
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Chapter 5

Impact of bleaching on responsivity and its effect on nonlinearity in

frequency combs for p-i-n and MUTC photodetectors

5.1 Importance of optical links and frequency combs

Optical links are an appealing choice for a variety of radio frequency (RF)

applications [29]. Applications include antenna remoting [82], radio-over-fiber [83],

beamforming in phased-array radars [84], and optical signal processing of microwave

signals [85]. These applications push link lengths towards 100 km or more. For link

lengths in this range, stimulated Brillouin scattering [86] (SBS) severely limits the

optical launch power, which necessitates the inclusion of either midspan or post-

link optical amplification [87]. In many cases (e.g., antenna remoting), midspan

amplification is not an option; the use of an amplifier prior to the photodetector

drives the link noise figure substantially above the shot-noise limit [87]. Optical links

also have some limitations such as less efficiency, higher noise figure, lower spur-free

dynamic range (SFDR), and lower RF power in comparison to purely electronic

systems [27].

While any single CW optical signal is limited to powers below the threshold

for SBS, additional signals outside the gain bandwidth may be launched into the

fiber without penalty. Hence, broadband digital signals are less susceptible to the
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effects of SBS than are narrowband signals. As each comb line experiences the same

RF modulation, the optical comb effectively behaves as an N -element array in the

absence of chromatic dispersion as long as the signals are within the detector band-

width. The RF signals that are recovered from the heterodyne beat of each comb

line with its sidebands are coherently summed by the photodetector. Therefore, the

comb-based link has the same RF performance as a conventional analog link operat-

ing at the same average photocurrent (optical power) level. The important concept

here is that the power in each comb line is now limited by the SBS threshold power.

Hence, an optical comb with N comb lines can transmit on the order of N times

more average power through the link than is possible in a CW laser-based analog

link. This approach reduces the dependence on amplification prior to the photode-

tector in single-span links and may eventually obviate the need for them [87]. This

approach has been demonstrated experimentally by McKinney et al. [87]

5.1.1 Modeling responsivity in p-i-n and MUTC photodetectors

In Eq. 1.5 of Sec. 1.1.1, we defined the responsivity R as the ratio of the

output electrical current to the input optical power. It can also be expressed as the

product of the quantum efficiency, η, and the ratio of the electron charge to the

photon energy. In the absence of avalanche effects, the limiting value of R occurs in

principle when η = 1, i.e. when every incident photon is converted into an electron

carrier that is conveyed to the external circuit.
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5.1.1.1 Modeling bleaching in p-i-n and MUTC photodetectors

Bleaching or absorption saturation in a high-current photodetector can occur

when intense optical fields deplete the number of available final energy states or

depopulate the initial states [28]. Additionally, the high density of electrons that

is created can increase the possibility that they are recaptured. Regardless of its

origin, bleaching leads to a reduction in the photodetector’s responsivity as the peak

intensity and hence the average power increases. This reduction in responsivity can

lead to nonlinear distortion of an incoming RF-photonic signal. Juodawlkis et al. [44]

have reported that this effect can limit the performance of photonic analog-to-digital

converters (PADCs).

Bleaching is an important issue in RF-photonic systems that use frequency

combs. Examples include systems that use frequency combs to generate low-noise

microwave signals [88] and systems that use frequency combs to disambiguate radar

signals [37]. Frequency combs in the RF-domain are generated by using a train

of short, high-peak-power optical pulses that are converted into a comb in the RF-

domain by a photodetector. The pulses in a typical optical pulse train have durations

less than 500 fs, and are separated by 10–50 ns, corresponding to a repetition rate

of 20 MHz to 100 MHz. Hence, the peak power is larger than the average power by

a factor of 104–105.

We have developed an empirical model of bleaching, and we incorporate this

model into the 1-D drift-diffusion equations to calculate the responsivity. We have

determined the parameters of the bleaching model by comparison with experimental
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N2

σ12σ21τ

Figure 5.1: A 2-level system.

results for a p-i-n photodetector [13] and an MUTC photodetector [42]. When

calculating the parameters of the empirical model, we used a pulse duration of 100

fs for the photodetector input.

We developed our model of bleaching starting from the well-known equations

for emission and absorption for a two-level system [89], which is shown schematically

in Fig. 5.1. The equations may be written

−σ12N1Ip + σ21Ip(N −N1) + (α/τ)(N −N1) = 0,

(σ21Ip + α/τ)N = [(σ12 + σ21)Ip + α/τ ]N1, (5.1)

N1 = N
σ21Ip + α/τ

(σ12 + σ21)Ip + α/τ
,

where σ12 is the stimulated-absorption cross section, σ21 is the stimulated-emission

cross section, Ip is the optical intensity, τ is the lifetime of atoms in the excited

state, N1 equals the population of the lower level, N2 equals the population of the
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upper level, and N = N1 +N2 equals the total population. We then find that

N1

N
=
A+BIp

C +DIp

, (5.2)

where A, B, C, and D are fitting coefficients.

In practice, the physics of bleaching is complex and poorly understood. In

order to match the experimentally measured bleaching, it is necessary to modify our

model so that A 6= C. Additionally, we found that in order to obtain all positive

coefficients from a least-square fit to the data, we had to add a quadratic term to

our model, which then becomes

N1

N
=

A+BIp

C +DIp + EI2
p

, (5.3)

or in both the numerator and denominator

N1

N
=
A+BIp + CI2

p

D + EIp + FI2
p

, (5.4)

in order to obtain agreement with experiments. In effect, we are making a Pade’

approximant expansion [90].

We use a least-squares algorithm to calculate the coefficients in these empirical

models using unpublished data that was experimentally measured at the Naval Re-

search Laboratory (NRL) and provided by J. D. McKinney, and is shown in Fig. 5.2.

Figure 5.2 shows experimental results of the responsivity of the p-i-n and

MUTC photodetectors as a function of the average input optical power with a pulsed
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Figure 5.2: Responsivity as a function of average power for MUTC and

p-i-n photodetectors for continuous wave (CW) and pulsed inputs [91].

input in which pulses have a FWHM duration of 100 fs and a repetition frequency of

50 MHz. Figure 5.2 also shows results with a CW input for the p-i-n photodetector.

In the experiments, a Calmar Mendecino passively-modelocked erbium-doped fiber

laser was used. The output of the modelocked laser was a train of pulses with a

100-fs FWHM pulse duration and a 50-MHz repetition rate. The output was passed

through a variable attenuator and a calibrated optical tap with a 90/10 splitter.

The 10% tap was used as a power monitor and the 90% tap illuminated the MUTC

photodetector. The average optical power and average photocurrent were measured

as the optical attenuator was adjusted [91]. Knowing the repetition rate, the optical

power was then converted to a pulse energy to calculate the responsivity.

To take bleaching into account in our simulations, we modify the optical gen-
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eration rate in Eq. 2.1. In Eq. 5.3, we assume that N1 is the fraction of molecules

that are available to create electron-hole pairs, and we multiply the generation rate

in our drift-diffusion model by the factor N1/N . The optical generation rate that

we use in our drift-diffusion model Gopt is given by

Gopt(x, t) =
N1

N
Gc(x, t) exp [−α(L− x)] , (5.5)

where Gc is the generation coefficient without bleaching, α is the absorption coef-

ficient, x is the distance across the device, and L is the device length. This model

effectively assumes that the bleaching is instantaneous. That will not be the case in

practice, but the finite response time will not affect the model as long as the time

for the photodetector to return to the unbleached state is short compared to the

repetition time. This assumption is reasonable, but has not been experimentally

verified.

Figure 5.3 shows a comparison of our results to the experimental results for

the MUTC photodetector using the values of A, B, C, and D in Table 5.1. The

agreement using this choice is excellent. We note however that B < 0 is inconsistent

with a two-level model. If we include a quadratic term in the denominator of Eq. 5.2,

as given by Eq. 5.3 or Eq. 5.4 with F = 0, then all coefficients A− E are positive.

Table 5.2 shows the values of A− F that match the data for the p-i-n photodetector.

The agreement using this choice is also excellent as we show in Fig. 5.4. In addition

to the values of A− F for the MUTC photodetector, Table 5.2 contains the values

of A− F for the p-i-n photodetector in both pulsed and CW mode.
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Figure 5.3: Responsivity as a function of average power for MUTC

photodetectors with a pulsed input.

Table 5.1: Empirical fitting parameters in Eq. 5.2 for the MUTC pho-

todetector with a pulsed input.

Fitting parameters Values

A 1.000

B −0.0073

C 2.8340

D 0.0317

Figure 5.4 shows the responsivity as a function of average optical power and

compares our fitted results to the experimental results. We modified the length of the

intrinsic region from 0.95 µm in the original structure [13] to 0.75 µm in this study

to match the responsivity of the structure in our simulations with experimental data

that was collected at the Naval Research Laboratory. We obtained good agreement
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Table 5.2: Empirical fitting parameters in Eq. 5.3 for the MUTC pho-

todetector and the p-i-n photodetector with a pulsed input and in

Eq. 5.4 for the p-i-n photodetector with a CW input.

Fitting parameters MUTC pulsed mode p-i-n pulsed mode p-i-n CW

A 1.0000 1.0000 1.0000

B 0.0322 0.0098 −0.0866

C 2.7181 0.6526 0.002

D 0.1632 0.0236 1.3924

E 0.0016 0.0015 −0.1207

F 0.000 0.00 0.0028

Average Input Optical Power (mW) 

R
es

po
ns

iv
ity

 (
A

/W
)

Figure 5.4: Responsivity as a function of average power for an MUTC

photodetector with a pulsed input and for the p-i-n photodetector with

both pulsed and CW inputs.

with experimental results for the MUTC photodetector in the pulsed mode. We see

that it is also possible to empirically fit the CW data for the p-i-n photodetector,

66



including the visible bump. However, it is necessary to use a quadratic expression

in both the numerator and denominator as a function of Ip. We are not certain that

this bump is meaningful, and in any case it is not important when determining the

impact of bleaching on photodetectors when operated in pulsed mode. To calculate

the reduction in responsivity, we will use the measured CW values at an average

power below 10 mW.

5.1.1.2 Nonlinearity characterization

The circuit nonlinearity can be characterized by representing the output volt-

age (Vout) as a function of the input voltage (Vin) in a Taylor series

Vout(Vin) = a0 + a1(Vin − Vb) + a2(Vin − Vb)2 + a3(Vin − Vb)3 + · · · , (5.6)

where Vb is the bias voltage and

am =
1

m!

dmVout

dV m
in

∣∣∣∣
Vin=Vb

, (5.7)

with a0 = Vout(Vb) [28].

Consider an input signal of the form

Vin(t) = Vb + V sin(ω1t) + V sin(ω2t) + V sin(ω3t), (5.8)

where ωj = 2πfj, j =1, 2, 3. Substituting this input into Eq. 5.6, we obtain
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Vout(t) = a0 + a1V [sin(2πf1t) + sin(2πf2t) + sin(2πf3t)]

+ a2V
2 [sin(2πf1t) + sin(2πf2t) + sin(2πf3t)]

2

+ a3V
3 [sin(2πf1t) + sin(2πf2t) + sin(3t)]3 + · · · ,

(5.9)

and after some algebra

Vout(t) =

(
a0 +

3a2V
2

2

)
+

(
a1V +

15a3V
3

4

)
sin(2πf1t)

+

(
a1V +

15a3V
3

4

)
sin(2πf2t) +

(
a1V +

15a3V
3

4

)
sin(2πf3t)

− a2V
2

2
cos(4πf1t)−

a2V
2

2
cos(4πf2t)−

a2V
2

2
cos(4πf3t)

+ a2V
2 cos [2π(f1 − f2)t]− a2V

2 cos [2π(f1 + f2)t]

+ a2V
2 cos [2π(f1 − f3)t]− a2V

2 cos [2π(f1 + f3)t]

+ a2V
2 cos [2π(f2 − f3)t]− a2V

2 cos [2π(f2 + f3)t]

− a3V
3

4
sin(6πf1t)−

a3V
3

4
sin(6πf2t)−

a3V
3

4
sin(6πf3t)

+
3a3V

3

4
sin [2π(2f1 − f2)t]− 3a3V

3

4
sin [2π(2f1 + f2)t]

+
3a3V

3

4
sin [2π(2f1 − f3)t]− 3a3V

3

4
sin [2π(2f1 + f3)t]

+
3a3V

3

4
sin [2π(2f2 − f1)t]− 3a3V

3

4
sin [2π(2f2 + f1)t]

+
3a3V

3

4
sin [2π(2f2 − f3)t]− 3a3V

3

4
sin [2π(2f2 + f3)t]

+
3a3V

3

4
sin [2π(2f3 − f1)t]− 3a3V

3

4
sin [2π(2f3 + f1)t]

+
3a3V

3

4
sin [2π(2f3 − f2)t]− 3a3V

3

4
sin [2π(2f3 + f2)t]

+
3a3V

3

2
sin [2π(f1 + f2 − f3)t] +

3a3V
3

2
sin [2π(f1 − f2 + f3)t]

− 3a3V
3

2
sin [2π(f1 + f2 + f3)t]− 3a3V

3

2
sin [2π(f1 − f2 − f3)t] + · · · .

(5.10)
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Additional frequency components appear in Eq. 5.10 that are due to intermodulation

distortion (IMD) at the frequencies f1±f2, f1±f3, f2±f3, 2f1±f2, 2f1±f3, 2f2±f3,

2f3 ± f1, 2f3 ± f2, and f1 ± f2 ± f3.

We calculate the impact of photodetector nonlinearity on an RF-photonic sig-

nal as a function of the average optical power, including the effect of bleaching.

When considering nonlinearity in photodetectors, the second-order intermodulation

distortion (IMD2) and the third-order intermodulation distortion (IMD3) are partic-

ularly significant, especially IMD3, since it generates frequencies that can interfere

with the fundamental frequency. The second-order output intercept point (OIP2)

and the third-order output intercept point (OIP3) are the usual figures of merit to

characterize IMD2 and IMD3 powers [1]. The OIP2 and OIP3 are defined as the ex-

trapolated intercept point of the power of the fundamental frequency and the IMD2

and IMD3 powers, respectively. On a log-log plot, the slope of the fundamental

power is 1 and the slope of the IMD2 power is 2, as shown schematically in Fig. 5.5.

OIP2 can be calculated from the fundamental power and the IMD2 power,

OIP2 = 2Pf − PIMD2, (5.11)

where Pf is the fundamental power in dBm, and PIMD2 is the power of the IMD2 in

dBm [1, 92]. The slope of the IMD3 power on a log-log plot is 3, and we show it

schematically in Fig. 5.6. OIP3 can be calculated from the fundamental power and

the IMD3 power,

OIP3 = Pf +
1

2
(Pf − PIMD3) , (5.12)
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Figure 5.5: RF output power as a function of optical input power.
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Figure 5.6: RF output power as a function of optical input power.

where PIMD3 is the IMD3 power in dBm [1, 55, 92]. As we mentioned earlier, there

are several second-order intermodulation terms at the frequencies f1 ± f2, f1 ± f3,

and f2 ± f3, and third-order intermodulation terms at the frequencies f1 ± f2 ± f3.

Some of these third-order intermodulation frequencies are close to the fundamental

frequency.
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Figure 5.7: Spectrum of the optical intensity profile of a CW three-tone

modulated input.

Figure 5.7 shows the spectrum of the optical intensity profile of a CW three-

tone modulated input signal where P̃ opt(f) is the Fourier transform of Popt(t). There

are three frequency components that correspond to three modulation frequencies

f1, f2, and f3, shown as blue arrows. Figure 5.8 shows the spectrum of the output

current of the photodetector due to a CW three-tone modulated input. There are

three-tone modulation frequency components at f1, f2, and f3 that are shown as

blue arrows, IMD2 components at f1 + f2 and |f1 − f2| that are shown as magenta

arrows, and an IMD3 component at f1 + f2 − f3 that is shown as a cyan arrow. If

f1, f2, and f3 are all nearly equal, then there are IMD3 products that are close to

f1 and can interfere with it.

Photodetector nonlinearity can be measured using one-, two-, and three-tone

measurement systems [1]. Figure 5.9 shows the set up of a three-tone measurement

system. Three Nd:YAG lasers are modulated by three Mach-Zehnder modulators

(MZMs), and their output is fed through optical attenuators. The first two modu-

71



f

iout

0

∼

f1 f2 f3
--|f1--f2| (f1+f2)

(f1+f2--f3)− −−− −−
Noise

( f )|            |

Figure 5.8: Spectrum of the output current due to a CW three-tone

modulated input.
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Figure 5.9: A four-laser three-tone MZM measurement setup. This

figure is similar to Fig. 2 in [1].

lated light frequencies are combined using a 50/50 coupler and are then combined

with a third frequency using another 50/50 coupler. The unmodulated laser fre-

quency is transmitted through a variable optical attenuator and is then combined

with the signal using a final 50/50 coupler. The output is fed into the device under

72



test (DUT). The RF output power is measured with an electrical spectrum analyzer

(ESA). The modulation depth is varied by attenuating the lasers.

In our calculation, the input modulated light power P (t) may be expressed as

P (t) = Popt(t) {1 +m [sin (2πf1t) + sin (2πf2t) + sin (2πf3t)]} , (5.13)

where m is modulation depth, f1, f2, and f3 are the three modulation frequencies,

and Popt(t) is the input light power of the optical envelope as a function of time,

which is constant as a function of time in the CW mode and is defined as

P0(t) =
∑
n

A sech

(
t− nTr

τ

)
, (5.14)

in the pulsed mode, where A is the amplitude of input optical power, Tr is the

repetition time, and τ is the pulse width.

If we write the electric field as

E(t) = Ei(t) exp(2πjf0t) + E∗i (t) exp(−2πjf0t), (5.15)

where f0 is the frequency of the optical carrier, then we find that

Popt(t) = 2Aeffεc|Ei(t)|2, (5.16)

where Aeff is the effective area of the optical beam. The three frequencies are close to

each other in the experiments. In our calculations, we used f1 = 10 MHz, f2 = 10.5
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Figure 5.10: Time and frequency domain depictions of the optical and

photodetected electrical pulse trains, where Tr is the repetition time

and τ is the pulse duration of the optical signal. (a) Optical pulse train

intensity profile. (b) Photodetected electrical pulse train. (c) Spectrum

of the optical intensity profile. (d) Power spectrum of the photocurrent.

This figure is similar to Fig. 1 in Quinlan et al. [45]

MHz, and f3 = 9 MHz. The reason for choosing these three frequencies is to be close

to each other, fall inside the 50-MHz repetition frequency, and also avoid aliasing.

We will consider a pulse train that is 2-µs long and thus an integer number of periods

for f1, f2, and f3.

The use of frequency combs changes the characterization of nonlinearity in a

fundamental way. The IMD2 and IMD3 and hence the OIP2 and OIP3 all become

functions of the comb line number n. Instead of one of each of these quantities,

as is the case for a modulated CW input, we must determine these quantities for

each comb line. Figure 5.10 illustrates schematically the photodetection of a periodic
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Figure 5.11: Time and frequency domain depictions of a modulated

optical and photodetected electrical pulse trains, where Tr is the repe-

tition time and τ is the pulse duration of the optical signal. (a) Modu-

lated optical pulse train intensity profile. (b) Modulated photodetected

electrical pulse train. (c) Spectrum of the modulated optical intensity

profile. (d) Power spectrum of the modulated photocurrent.

train of optical pulses, which then produces a train of electrical pulses where P̃ opt(f)

is the Fourier transform of Popt(t) and Si(f) is the photocurrent spectral density.

The periodic train of optical pulses corresponds to equally spaced comb lines in the

frequency domain that are spaced by the repetition frequency and centered around

zero [45]. The output of the photodetector is a periodic train of electrical pulses

that corresponds to comb lines in the frequency domain that are again separated by

the repetition frequency. The output radio frequency spectrum sits on top of a noise

pedestal. We modulate the input optical pulses with three different frequencies.

Figure 5.11 shows time and frequency domain depictions of a modulated op-
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Figure 5.12: Expanded view of the spectrum of the modulated op-

tical intensity profile. Red arrows show comb lines at harmonics of the

repetition frequency. Blue arrows show the comb lines at modulation

frequencies (nfr ± f1, nfr ± f2, and nfr ± f3 for each comb line where

n is the comb line number. In the expanded view, we show comb lines

for n = 1.

tical and a photodetected electrical pulse train, while Fig. 5.12 shows the spectrum

of the modulated optical intensity profile and the corresponding frequency domain

comb lines. The n-th comb line, which is shown by a red arrow, is surrounded by

smaller lines at the modulated frequencies nfr ± f1, nfr ± f2, and nfr ± f3, which

are shown by blue arrows. In the expanded view, we show the fundamental and

modulation frequency components for the first comb line (n = 1). Associated with

each comb line is a fundamental power Sin = Si(nfr), as well as power in each of

the modulated components.
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Figure 5.13: Expanded view of the power spectrum of the modu-

lated photocurrent. Black arrows show comb lines at the harmonics

of the fundamental frequency. Blue arrows show comb lines at modu-

lated frequencies (nfr ± f1, nfr ± f2, and nfr ± f3) for each comb line,

where n is the comb line number. Purple arrows show IMD2n lines at

nfr ± (f1 ± f2). Cyan arrows show IMD3n lines at nfr ± (f1 + f2 − f3).

In the expanded view, we show comb lines for n = 1.

Figure 5.13 shows the power spectrum of the modulated photocurrent. There

is a set of comb lines, which are indicated by black arrows. Each comb line is

surrounded by lines at the modulation frequencies nfr ± f1, nfr ± f2, and nfr ± f3,

which are shown with blue arrows, lines at the IMD2n frequencies nfr ± (f1 ± f2),

which are shown with purple arrows, and lines at the IMD3n frequencies nfr±

(f1 + f2 − f3), which are shown with cyan arrows. In this figure, we show the

fundamental frequency, the modulated frequency components, and the additional

IMD2n, and IMD3n components for the first comb line.

77



We calculate the nonlinearity as a function of the average input optical power

Popt(t), given in Eq. 5.13, for different modulation depths. For pulsed inputs, we

first calculate the impulse response of the photodetector for different input optical

pulse energies, and we then combine the electrical pulse in the time domain, given

by Eq. 5.14, taking into account the gap of 20 ns between the pulses, to obtain the

total electrical response Pe(t) over a 2-µs-long modulation time. We next calculate

the Fourier transform of Pe(t) in order to determine the harmonic powers of the

photocurrent for a different choice of the amplitude A. Using this approach, along

with Eq. 5.5, we calculate the nonlinear distortion of a pulsed input both with

and without bleaching. We study modulation depths m = 4% and m = 8%. The

principal effect of bleaching is to lower the responsivity of the photodetector so that

fewer electrons are produced. That lowers the power at the fundamental frequencies

Sin, but also decreases contribution of space charge to the nonlinearity.

In this dissertation, we focused on the IMD2n products at nfr + (f1 − f2) and

the IMD3n products at nfr + (f1 − f2 + f3). These are the frequency combinations

closest to the fundamental frequency. We calculate one IMD2n and one IMD3n

and from that one OIP2n and one OIP3n for each comb line n. We calculate the

IMD2n, IMD3n, OIP2n, and OIP3n for a single comb line n as a function of comb

line frequency f = nfr, where fr is the repetition frequency of the input optical

power (50 MHz) as a function of comb line frequency. We also calculate distortion-

to-signal ratios ρ2n = IMD2n/Sin and ρ3n = IMD3n/Sin for each comb line n, and

we show the effect of bleaching on this ratio. Also, we calculate the contributions of

the electron current, hole current, and displacement current to OIP2n, OIP3n, ρ3n,
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and ρ3n in both p-i-n and MUTC photodetector for modulation depths m = 4%.
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Chapter 6

Impact of Nonlinearity on RF-Modulated Frequency Combs

In this section, we discuss the impact of nonlinearity on RF-modulated fre-

quency combs in both a p-i-n and an MUTC photodetector. As mentioned earlier in

Chap. 5, Sec. 5.1.1, we modified the length of the intrinsic region from 0.95 µm in

the original p-i-n structure [13] to 0.75 µm in this study to match the responsivity

of the structure in our simulations with experimental data that was collected at the

Naval Research Laboratory. The MUTC structure [42] that we study here is the

same one that we used in previous chapters. We define the comb line frequency as

f = nfr where n is the comb line number and fr is the repetition frequency of the

input optical power (50 MHz).

Juodawlkis et al. [44] found that bleaching (nonlinear saturation) degrades the

performance of photonic analog-to-digital converters (PADCs) by reducing respon-

sivity at high peak power and can potentially add to nonlinear distortion. In order

to investigate the impact of bleaching, we compare the nonlinear distortion with

bleaching to the nonlinear distortion when bleaching is not included. We calculate

the intermodulation distortion products IMD2 and IMD3 and the corresponding

output intercept points OIP2 and OIP3 as a function of the average input optical

power Popt(t), given in Eq. 5.13. The principal effect of bleaching is to lower the

responsivity, which in turn decreases the space charge. We thus find, somewhat

80



paradoxically, that bleaching lowers the nonlinear distortion at some frequencies. In

general, the impact of bleaching on nonlinear distortion is complex. Its effect differs

significantly depending on both the comb line number and the device.

We compare our results with and without bleaching for modulation depths

of 4% and 8%. Changing the modulation depth allows us to validate the assump-

tion that we can expand second- and third-order intermodulation distortion powers

quadratically and cubically, respectively. We find that this assumption is valid at

least up to a modulation depth of 8%.

In order to better understand how nonlinearity affects the nonlinear distortion,

we individually calculated the contribution of the three current components —the

electron current, the hole current, and the displacement current— to the nonlinear

distortion. As expected, the hole current contributes significantly to the nonlinear

distortion in p-i-n photodetectors. Without bleaching, the displacement current is

significant in both devices at some frequencies. However, it becomes negligible in

both devices when bleaching is taken into account.

6.1 Simulation results for the p-i-n and MUTC photodetectors

Figures 6.1 and 6.2 show OIP2n and OIP3n as a function of comb line frequency

and mode number n with an average input optical power of 25 mW for the MUTC

photodetector and the p-i-n photodetector, respectively. We show OIP2n and OIP3n

when bleaching is included and when it is not for modulation depths m = 4% and

m = 8%.
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Figure 6.1: OIP2n and OIP3n as a function of comb line frequency for

the MUTC photodetector with modulation depths m = 4% and m =

8%. The average input optical power is 25-mW. (a) OIP2n, m = 4%;

(b) OIP2n, m = 8%; (c) OIP3n, m = 4%; (d) OIP3n, m = 8%.

Figures 6.1(a) and 6.1(b) show the intercept point between the IMD2n power

and the fundamental power Sin in the n-th comb line, while Figs. 6.1(c) and 6.1(d)

show the intercept point between the IMD3n power and the fundamental power Sin.

These intercept points occur at a lower power when bleaching is included than when

it is not. The gap is larger for low comb line numbers. The intercept point decreases
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both with and without bleaching when n increases, but this decrease is noticeably

slower when bleaching is included, so that the intercepts cross and diverge again

when n is large. The falloff of OIP2n and OIP3n occurs because the amplitude of

the power in the frequency domain decreases as frequency increases. OIP2n and

OIP3n are lower when bleaching is included because bleaching reduces the output

power due to the reduction in the responsivity. The behavior of OIP2n and OIP3n as

a function of comb line frequency is defined by the pattern of the impulse response

with and without bleaching in the frequency domain. The impact of bleaching is

to lower the responsivity, which lowers the space charge, but at the same time it

decreases the power at higher frequencies. Hence, as a result we observe that the

decrease in OIP2n and OIP3n due to bleaching is large at low frequencies, becomes

almost negligible at 15 GHz, and increases again at frequencies beyond 15 GHz.

In Fig. 6.2 we now show the OIP2n and OIP3n for the p-i-n photodetector.

We note that the scale in Fig. 6.2 is different from Fig. 6.1 because in general the

OIP2n and OIP3n are higher. Figures 6.2(a) and 6.2(b) show the intercept point

between the IMD2n power and the fundamental power Sin in the n-th comb line,

while Figs. 6.2(c) and 6.2(d) show the intercept point between the IMD3n power

and the fundamental power Sin. The same as the MUTC photodetector, these

intercept points occur at a lower power when bleaching is included than when it

is not and gap is larger for low comb line numbers. The intercept point decreases

both with and without bleaching when n increases, but in contrast to the MUTC

photodetector, in the p-i-n photodetector, this decrease is noticeably slower when

bleaching is included. The decrease in responsivity affects the output power in the
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Figure 6.2: OIP2n and OIP3n as a function of comb line frequency for

the p-i-n photodetector with modulation depths m = 4% and m =

8%. The average input optical power is 25-mW. (a) OIP2n, m = 4%;

(b) OIP2n, m = 8%; (c) OIP3n, m = 4%; (d) OIP3n, m = 8%.

p-i-n photodetector more than in the MUTC photodetector, so that the fundamental

power and intermodulation distortion powers only change slightly as n increases

when bleaching is included. Hence, the gap between OIP2n and OIP3n becomes

smaller as n becomes larger.

Figures 6.3 and 6.4 compare OIP2n and OIP3n for the MUTC and p-i-n pho-

todetectors with modulation depths m = 4% and m = 8% when bleaching is in-
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cluded. As can be seen in Fig. 6.3, OIP2n and OIP3n are both slightly higher for

modulation depth m = 4% than for modulation depth m = 8%. However, this
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Figure 6.3: Comparison of (a) OIP2n and (b) OIP3n for the MUTC

photodetector when bleaching is included with m = 4% and m = 8%.
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Figure 6.4: Comparison of (a) OIP2n and (b) OIP3n for the p-i-n pho-

todetector when bleaching is included with m = 4% and m = 8%.

difference is negligibly small. As can be seen in Fig. 6.4, OIP2n is almost iden-
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tical for both m = 4% and m = 8%, but OIP3n is slightly higher for modulation

depth m = 4% than it is for modulation depth m = 8%. As was the case for the
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Figure 6.5: Comparison of (a) OIP2n and (b) OIP3n when bleaching is

included for m = 4% in the p-i-n and MUTC photodetectors.

MUTC photodetector, this difference is negligible. Hence, our use of the standard

intermodulation distortion products is valid up to at least m = 8%.

Figure 6.5 compares OIP2n and OIP3n with modulation depth m = 4% in the

p-i-n and MUTC photodetectors when bleaching is included. OIP2n and OIP3n for

the p-i-n photodetector have fallen by ∼ 5 dB at 28 GHz, while OIP2n and OIP3n

for the MUTC photodetector have fallen by more than 20 dB at 18 GHz. As we

will discuss shortly, this difference leads to a dramatic difference in the distortion-

to-signal ratios. In order to explain this difference between the p-i-n and MUTC

photodetectors, we plotted the fundamental power, IMD2n power, and IMD3n power

as a function of frequency in Fig. 6.6 when bleaching is included. Some of the differ-

ence between these two photodetectors can perhaps be attributed to the difference
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Figure 6.6: Fundamental power, IMD2n power, and IMD3n power as a

function of frequency in the p-i-n and MUTC photodetectors.

between the 3-dB bandwidth of the two devices that we considered, which is 29

GHz for the p-i-n photodetector and is 19 GHz for the MUTC photodetector. How-

ever, most of the difference is due to the difference in IMD2n, IMD3n powers as a

function of frequency. IMD2n and IMD3n both steadily decrease as the frequency

increases for the p-i-n photodetector. By contrast, IMD2n increases for the MUTC

photodetector up to 10 GHz before starting to decrease, while IMD3n steadily in-

creases over the entire frequency range. This increase in the distortion products

is somewhat unintuitive, but the distortion products in the frequency comb near a

given comb line nfr is obtained from the combined contribution of many signals, so

that for example the distortion product nfr + (f1 − f2) will be obtained from the

sum of all the signals at lfr + f1 and mfr − f2, where l and m are any integers such
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that l + m = n. The distortion products add more coherently in the MUTC pho-
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Figure 6.7: Fundamental power, IMD2n power, and IMD3n power as a

function of frequency in the p-i-n photodetector.

todetector than they do in the p-i-n photodetector. We have verified that IMD2n

and IMD3n steadily decline up to 50 GHz for the p-i-n photodetector, as shown in

Fig. 6.7 when bleaching is included. Hence, this difference in behavior is not due

to the difference in the bandwidths of the particular photodetectors that we consid-

ered. The current in the MUTC photodetector is almost entirely due to electrons,

while the current in the p-i-n photodetector has significant contributions from both

electrons and holes flowing in opposite directions. We attribute the lower coherence

in the summation of the distortion products at each frequency to the presence of

two carriers.

Figures 6.8 and 6.9 show the separate contribution of the electron current, hole
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Figure 6.8: Contribution of different current components to OIP2n and

OIP3n in the MUTC photodetector with m = 4% with and without

bleaching as a function of comb line frequency. The magenta, the red,

the blue, and green curves show the contributions of the total, electron,

hole, and displacement currents, respectively. (a) OIP2n with bleaching,

(b) OIP2n without bleaching, (c) OIP3n with bleaching, (d) OIP3n

without bleaching.

current, and displacement current, as well as the total current as a function of comb

line frequency to OIP2n and OIP3n. We show results for m = 4% with and without

bleaching. Figure 6.8 shows results for the MUTC photodetector, and Fig. 6.9 shows
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Figure 6.9: Contribution of different current components to OIP2n and

OIP3n in the p-i-n photodetector with m = 4% with and without

bleaching as a function of comb line frequency. The magenta, the red,

the blue, and green curves show the contributions of the total, electron,

hole, and displacement currents, respectively. (a) OIP2n with bleach-

ing, (b) OIP2n without bleaching, (c) OIP3n with bleaching, (d) OIP3n

without bleaching.

results for the p-i-n photodetector. Figure 6.8 shows that displacement current does

not contribute significantly to either OIP2n or OIP3n in the MUTC photodetector.

In this figure we show that electron current contributes almost 10 dBm more than
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hole current to OIP2n and OIP3n with and without bleaching. In MUTC photode-

tectors, the electrons are the major carriers and holes contribute less to the total

current than electrons. Figure 4.7 shows the same behavior of the current compo-

nents that is visible in Fig. 6.8. Electrons contribute the largest amount to the

total current and displacement current contributes the least. We observe in Fig. 6.9

that the displacement current does not play a major role in OIP2n and OIP3n in

the p-i-n photodetector. Figures 6.9(a) and 6.9(c) show that electron current con-

tributes almost 10 dBm less than hole current to OIP2n and OIP3n when bleaching

is included. Without bleaching, we find that at comb line frequencies below 2 GHz

and beyond 20 GHz, the electron current contributes . 5 dBm more than the hole

current, while at comb line frequencies between 2 GHz and 20 GHz the hole current

contributes . 5 dBm more than the electron current. This behavior is consistent

with Fig. 4.3, which shows that the displacement current does not play a role in

the total current and that the electron and hole currents are the major current

components.

Figure 6.10 shows the fundamental power Sin, the IMD2n power, and the

IMD3n power in the MUTC photodetector with modulation depths m = 4% and

m = 8% for n = 20 (nfr = 1 GHz) and n = 200 (nfr = 10 GHz). In Fig. 6.10, the

dotted curves show the harmonic powers when bleaching is not included and solid

curves show the harmonic powers when bleaching is included.

Bleaching lowers the fundamental harmonic powers because the responsivity

decreases. As shown in Fig. 5.4, this effect becomes more pronounced as the input

optical power increases. For lower frequency comb lines, n . 50, we find that the
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Figure 6.10: Power at the fundamental frequency (nfr), the IMD2n

power, and the IMD3n power in the MUTC photodetector. Solid lines

show results with bleaching; dotted lines show results without bleach-

ing: (a) n = 20 (nfr = 1 GHz) with m = 4%, (b) n = 200 (nfr = 10

GHz) with m = 4%, (c) n = 20 (nfr = 1 GHz) with m = 8%,

(d) n = 200 (nfr = 10 GHz) with m = 8%.

IMD2n and IMD3n powers are higher when bleaching is included, but for higher

frequency comb lines, the IMD2n and IMD3n powers are higher when bleaching is

not included. This behavior is due to the change in the impulse response of the

photodetector in the frequency domain.

Figure 6.11 shows the fundamental power Sin, the IMD2n power, and the
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Figure 6.11: Power at the fundamental frequency (nfr), the IMD2n

power, and the IMD3n power in the p-i-n photodetector. Solid lines

show results with bleaching; dotted lines show results without bleach-

ing: (a) n = 10 (nfr = 0.5 GHz) with m = 4%, (b) n = 500 (nfr = 25

GHz) with m = 4%, (c) n = 10 (nfr = 0.5 GHz) with m = 8%,

(d) n = 500 (nfr = 25 GHz) with m = 8%.

IMD3n power in the p-i-n photodetector with modulation depths m = 4% and

m = 8% for n = 10 (nfr = 0.5 GHz) and n = 500 (nfr = 25 GHz). In Fig. 6.11, the

dotted curves show the harmonic powers when bleaching is not included and solid

curves show the harmonic powers when bleaching is included. In the p-i-n photode-

tector, as in the MUTC photodetector, bleaching lowers the fundamental harmonic
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powers because the responsivity decreases. This effect becomes more pronounced

as the input optical power increases. For lower frequency comb lines, n . 100,

we find that the IMD2n and IMD3n powers are higher when bleaching is included,

but for higher frequency comb lines the IMD2n and IMD3n powers are higher when

bleaching is not included and that is due to the change of the impulse response of

the photodetector.

Figures 6.12 and 6.13 show the distortion-to-signal ratios ρ2n = IMD2n/Sin

and ρ3n = IMD3n/Sin as a function of comb line frequency. We show results with

and without bleaching for modulation depths m = 4% and m = 8%. Figure 6.12

shows that the ratios ρ2n and ρ3n increase for the MUTC photodetector as the comb

line number increases for both m = 4% and m = 8%. As expected, these ratios are

higher for modulation depth m = 8% by the expected linear and quadratic factors

respectively. Figure 6.12 shows that as the comb line number increases, the fraction

of each comb line power in IMD2n and IMD3n increases, so that the impact of

nonlinearity increases. However, these ratios are lower with bleaching at comb line

frequencies below 5 GHz (n . 100) than without bleaching. Hence, nonlinearity

becomes more important at higher frequencies due to the limited device bandwidth.

Figure 6.13 shows that the ratios ρ2n and ρ3n increase for the p-i-n photode-

tectors as the comb line number increases for both m = 4% and m = 8%, but this

increase is not noticeable when bleaching is included. These ratios are higher when

bleaching is included than when it is not, and the gap decreases as the comb line

frequency increases. We also find that these ratios are higher for modulation depth

m = 8%. Figure 6.13 shows that as the comb line frequency increases, the fraction
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Figure 6.12: The ratio of the IMD2n and IMD3n powers to the funda-

mental power Sin in the MUTC photodetector as a function of comb

line frequency with and without bleaching, for: (a) ρ2n, m = 4%, (b)

ρ2n, m = 8%, (c) ρ3n, m = 4%, (d) ρ3n, m = 8%.

of each comb line power in IMD2n and IMD3n increases, so that the impact of non-

linearity increases, just as we observed for the MUTC photodetector. However, the

increase is not noticeable when bleaching is included in the p-i-n photodetector, in

contrast to the MUTC photodetector.

Figure 6.14 compares the ratios ρ2n and ρ3n for modulation depths m = 4%
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Figure 6.13: The ratio of the IMD2n and IMD3n powers to the funda-

mental power Sin in the p-i-n photodetector as a function of comb line

frequency with and without bleaching, for: (a) ρ2n, m = 4%, (b) ρ2n,

m = 8%, (c) ρ3n, m = 4%, (d) ρ3n, m = 8%.

in the p-i-n and MUTC photodetectors when the bleaching is included. We ob-

serve that ρ2n and ρ3n increase rapidly for the MUTC photodetector, while they

remain relatively flat for the p-i-n photodetector. We find that ρ2n is smaller for the

p-i-n photodetector beyond 3 GHz (n = 60), while ρ3n is smaller for the p-i-n pho-

todetector beyond 8 GHz (n = 160). The third-order intermodulation products are
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Figure 6.14: The ratio of the IMD2n and IMD3n powers to the fun-

damental power Sin in the MUTC and p-i-n photodetectors as a func-

tion of comb line frequency when bleaching is included. (a) IMD2n/Sin,

(b) IMD3n/Sin.

particularly important because these products can overlap and thus interfere with

the fundamental frequencies. We conclude that nonlinear distortion has less impact

at low frequencies in the MUTC photodetector than it does in the p-i-n photode-

tector, but the opposite is true at higher frequencies.

Figures 6.15 and 6.16 show the separate contribution of the electron current,

hole current, and displacement current, as well as the total current as a function

of comb line frequency to ρ2n and ρ3n. Figures 6.15(a) and 6.15(c) show that with

bleaching all the current components make a comparable contribution in the MUTC

photodetector to ρ2n and ρ3n. By contrast, Figs. 6.15(b) and 6.15(d) show that when

bleaching is not included the contribution of displacement current to the ratios ρ2n

and ρ3n is higher than the contribution due to the electron and hole currents at comb
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Figure 6.15: The contribution of different currents to the ratios ρ2n

and ρ3n in the MUTC photodetector with m = 4% with and without

bleaching as a function of comb line frequency. The magenta, the red,

the blue, and green curves show the contributions of the total current,

electron current, hole current, and displacement current, respectively.

(a) ρ2n with bleaching, (b) ρ2n without bleaching, (c) ρ3n with bleaching,

(d) ρ3n without bleaching.

line frequencies below 5 GHz. Figures 6.16(a) and 6.16(c) show that displacement

current does not contribute strongly to ρ2n and ρ3n in the p-i-n photodetector when

bleaching is included. The contribution of the displacement current is almost 3 dB
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Figure 6.16: The contribution of different currents to the ratios ρ2n

and ρ3n in the p-i-n photodetector with m = 4% with and without

bleaching as a function of comb line frequency. The magenta, the red,

the blue, and green curves show the contributions of the total current,

electron current, hole current, and displacement current, respectively.

(a) ρ2n with bleaching, (b) ρ2n without bleaching, (c) ρ3n with bleaching,

(d) ρ3n without bleaching.

below the contributions due to electron and hole currents. Moreover, the contribu-

tions to ρ2n and ρ3n due to the electron current are lower than the contributions

due to the hole current, and as the comb line frequency increases, the gap between
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these contributions increases. Figures 6.16(b) and 6.16(d) show that displacement

current makes the largest contribution to ρ2n at comb line frequencies below 5 GHz

(n . 100) when bleaching is not included. It is also the largest contribution to ρ3n.

As can be seen from these figures, the electron current contribution to ρ2n and ρ3n

is almost 10 dBm less than the contribution of the displacement and hole currents

when bleaching is not included.

The principal effect of bleaching is to lower the responsivity, which decreases

the number of electrons in the device. The decrease in the electron number becomes

more pronounced when the input power increases, as a result of which the funda-

mental comb powers Sin and the intermodulation products eventually saturate as

the input optical power increases. Simultaneously, the smaller number of electrons

in the device lowers the nonlinearity due to space charge effects. We find that the

OIP2n and OIP3n powers decrease as n increases in both the MUTC photodetec-

tor and the p-i-n photodetector whether or not bleaching is included. However, in

the MUTC photodetector, the impact of bleaching is strongest at lower comb line

frequencies and almost disappears at comb line frequencies between 10 GHz and

17 GHz and reappears again at comb line frequencies beyond 17 GHz.

As a consequence, the impact of bleaching on the ratios ρ2n and ρ3n is complex

and not always detrimental. In the MUTC photodetector, when n . 100 (. 5 GHz),

we find that the ratio is higher when bleaching is included. On the other hand, when

n & 100 (& 5 GHz), the ratio is lower when bleaching is included, so that bleach-

ing actually improves this ratio at comb line frequencies beyond 5 GHz. In the

p-i-n photodetector the ratio is always higher when bleaching is included. We cal-
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culated the separate contributions of the electron, hole, and displacement currents,

as well as the total current to ρ2n and ρ3n. The results that we present in Figs. 6.12

and 6.13 imply that the p-i-n photodetector has higher distortion-to-signal ratios

than does the MUTC photodetector at low comb line frequencies. Additionally,

we find that bleaching reduces these ratios at higher comb line frequencies in the

MUTC photodetector.

However, lower responsivity implies a lower signal-to-noise ratio. Hence, we

expect the impact of noise to increase. This issue should be investigated in the

future.
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Chapter 7

Conclusion

In this dissertation, we theoretically studied the performance of a single hetero-

junction p-i-n photodetector and a modified uni-traveling carrier (MUTC) photode-

tector using the drift-diffusion equations. We first reviewed the basic equations and

the computational method that we used to solve these equations. Our model in-

cludes contributions from the Franz-Keldysh effect and non-local impact ionization,

as well as empirical models of mobility and diffusion for both electrons and holes.

We used our drift-diffusion model to calculate the impulse response of both

a p-i-n and an MUTC photodetector and the phase noise of the MUTC photode-

tector. In the drift-diffusion equations, we perturbed the optical generation rate by

∆Gopt, and we then calculated the impulse response of both the p-i-n and MUTC

photodetectors due to this perturbation. We found that in the p-i-n photodetector,

the electron current dominates the total current at times up to 70 fs, but the hole

current dominates the total current at later times, and the displacement current

is always negligible. The calculated quantum efficiency of the p-i-n photodetector

is η = 64% and the 3-dB cut-off frequency is 24 GHz, which are in good agree-

ment with experimental results [43]. By contrast to the p-i-n photodetector, we

found that the displacement current cannot be neglected in the MUTC photodetec-

tor since it dominates the total current for the first 50 fs. Thereafter, the electron
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current dominates at all times. The calculated quantum efficiency of the MUTC

photodetector is η = 56%, and the 3-dB cut-off frequency is 25 GHz, which are in

excellent agreement with the experiments by Li et al. [42].

We next used the impulse response of the device to calculate the phase noise

in the MUTC photodetector. Agreement with prior experiments and Monte Carlo

simulations was excellent. Our approach is computationally faster than Monte Carlo

simulations by many orders of magnitude. Hence, this approach makes it possible

to optimize the device parameters in order to reduce the phase noise. Using our

method, we modified the design of Li et al. [42] to obtain a structure with at least

1.4 dBc/Hz lower phase noise and reduced nonlinearity.

We developed an empirical model of bleaching based on experimental data that

were collected at the Naval Research Laboratory, and we incorporated this model

into the 1-D drift-diffusion equations to calculate the responsivity. We determined

the parameters of the bleaching model in the pulsed mode and the CW mode for

the p-i-n photodetector and in the pulsed mode for the MUTC photodetector. We

included the bleaching in our drift-diffusion model to study nonlinearity in p-i-n and

MUTC photodetectors in the pulsed mode.

We calculated the impact of bleaching on device nonlinearity as a function

of the average optical power. We modeled the three-tone modulation technique to

calculate IMD2, IMD3 in the pulsed mode. We calculated OIP2, and OIP3 to char-

acterize IMD2 and IMD3 and determined the effect of bleaching on the nonlinearity

of the p-i-n and MUTC photodetectors as a function of average input optical power.

The output of modulated optical pulse trains in the photodetector is a set of fre-
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quency comb lines in the frequency domain. In contrast with a CW input, for which

there is one IMD2 and one IMD3, each comb line has its own IMD2 and IMD3. We

determined the behavior of IMD2n, IMD3n, OIP2n, and OIP3n for each comb line n

with and without bleaching. We found that in both p-i-n and MUTC photodetectors

OIP2n, and OIP3n occur at a lower power when bleaching is included than when it is

not. The gap is larger for low comb line numbers. OIP2n, and OIP3n decrease both

with and without bleaching when n increases, but this decrease is noticeably slower

when bleaching is included. In the MUTC photodetector this decrease is large at low

frequencies, becomes almost negligible at 15 GHz, and increases again at frequencies

beyond 15 GHz. We also found that when bleaching is included, OIP2n and OIP3n

are higher in the p-i-n photodetector than the MUTC photodetector and the dif-

ference between them increases as comb line number increases. We determined the

contribution of electron current, hole current, and displacement current to OIP2n

and OIP3n in both the p-i-n and MUTC photodetector. We found that in the MUTC

photodetector displacement current does not play a major role both in OIP2n and

OIP3n, and electron current contributes almost 10 dBm more than hole current in

OIP2n and OIP3n, both with and without bleaching. In MUTC photodetectors,

electrons are major carriers and holes contribute less to the total current than elec-

trons. We found that in the p-i-n photodetector displacement current does not play

a major role in OIP2n and OIP3n, and the electron current contributes almost 10

dBm less than the hole current to OIP2n and OIP3n with bleaching. Electron and

hole contribution are more complicated when bleaching is not included. At comb

line frequencies below 2 GHz and beyond 20 GHz, the electron current contributes
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. 5 dBm more than hole current and at comb line frequencies between 2 GHz and

20 GHz, the hole current contributes . 5 dBm more than the electron current to

OIP2n and OIP3n.

We calculated the distortion-to-signal ratios ρ2n = IMD2n/Sin and ρ3n =

IMD3n/Sin as a function of comb line frequency with and without bleaching. We

found that these ratios increase as the comb line number increases, which implies

that the fraction of each comb line power in IMD2n and IMD3n increases. Hence,

the impact of nonlinearity becomes larger as the comb line number increases. The

rate of increase is slower in the p-i-n photodetector that we studied than the MUTC

photodetector.

We determined the separate contributions of the electron, hole, and displace-

ment currents to the ρ2n and ρ3n as a function of comb line frequency with and

without bleaching in both the p-i-n and MUTC photodetector. We showed that

in the MUTC photodetector all the current components make similar contributions

to ρ2n and ρ3n when bleaching is included. By contrast, the contribution of the

displacement current to the ratios ρ2n and ρ3n is higher than the contributions from

the electron and hole currents for comb line frequencies below 5 GHz when bleaching

is not included. We also found that the displacement current does not contribute

significantly to ρ2n and ρ3n in the p-i-n photodetector when bleaching is included.

The contribution due to the displacement current is almost 3 dB below the contri-

butions due to the electron and hole currents. On the other hand, the displacement

current makes a significant contribution to ρ2n at comb line frequencies below 5 GHz

(n . 100), and it also makes the dominant contribution to ρ3n when bleaching is not
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included. We found that the electron current contribution to ρ2n and ρ3n is always

less than the contribution from the displacement and hole currents when bleaching

is not included.

The impact of bleaching on the ratios ρ2n and ρ3n is complex and not always

detrimental. In the MUTC photodetector, when n . 100 (. 5 GHz), we found that

the ratio is higher with bleaching. On the other hand, when n & 100 (& 5 GHz),

the ratio is lower with bleaching, so that bleaching actually improves this ratio. In

the p-i-n photodetector the ratio is always higher with bleaching.

Our results imply that the impact of nonlinear distortion is greater for the

p-i-n photodetector than it is for the MUTC photodetector at low comb line fre-

quencies, while the reverse is true at high comb line frequencies. Additionally,

bleaching reduces distortion-to-signal ratios at higher comb line frequencies in the

MUTC photodetector.
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