Abstract—We systematically investigate the combined effect on the system performance in an optical fiber communication system of a signal that is depolarized due to polarization-mode dispersion (PMD) and noise that is partially polarized due to polarization-dependent loss. We derive a formula for the variance of the electric current of the signal due to the signal–noise beating between a depolarized signal and partially polarized noise. We validate this theoretical formula by comparing the $Q$-factor calculated using the theory to results obtained from Monte Carlo simulations and experiments. We show that the system performance strongly depends on the power-splitting ratio, the degree of polarization of the noise, and the angle between the states of polarization of the signal and the polarized part of the noise. Although the theoretical formula is derived assuming that the optical fiber only has first-order PMD, we show that for arbitrary fiber, this formula still produces a reliable estimate of the $Q$-factor provided that the second-order PMD is on the order of 300 ps² or less.
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I. INTRODUCTION

The performance of optical fiber communications systems can be significantly impaired by polarization effects, such as the polarization-mode dispersion (PMD) and random variation of the birefringence in optical fibers, and the polarization-dependent loss (PDL) in devices, such as optical amplifiers [1], [2]. The interaction that the PDL has with the random fiber birefringence and with the PMD has two distinct effects on the system performance: variations in the OSNR (OSNR) and waveform distortions.

Variations in the OSNR arise when initially unpolarized noise is partially polarized by the PDL and the alignment between the polarization states of a polarized signal and the polarized part of the noise is randomized due to variations in the fiber birefringence [3]–[8]. In addition, in wavelength-division multiplexed (WDM) systems, the combination of the PMD-induced walk-off between the polarization states of the signal and noise in each channel, the PDL, and the gain saturation of optical amplifiers induces random variations of the power levels of the signal and noise in each channel [9].

Waveform distortions are a well-known consequence of PMD. Since PMD also depolarizes the signal, these distortions can be more complicated in the presence of PDL. Huttner et al. [10] discuss three simple examples that illustrate the peculiar effects that can arise when a PDL element is sandwiched between two fibers with PMD. They also demonstrated that in a system with distributed PMD and PDL, the additional waveform distortion due to the interaction of the PMD and PDL can increase the bit-error ratio (BER) above the values obtained in the absence of the PDL. However, for these simulations, they used a large average PDL value of 11 dB.

In a more recent simulation study, Shtaif and Rosenberg [11] showed that in systems with realistic parameters, the waveform distorting effects of PDL are of very limited significance, both compared to those due to PMD alone and due to the significance of PDL as a mechanism that affects the OSNR. They showed that these conclusions hold provided that the average PDL did not exceed 5 dB. Their results were based on calculations of the eye closure penalty obtained using noise-free simulations for a 10 Gb/s system with 50% duty cycle return-to-zero (RZ) pulses and average differential group delay (DGD) values ranging from 10 to 40 ps. However, Kim et al. [12] found that even small values of PDL (less than 1 dB) can reduce the effectiveness of optical PMD compensators.

Recent research has focused on the problem of developing analytical receiver models to quantify how the BER (or equivalently, the $Q$-factor) depends on interactions between the PMD and PDL [13]–[16]. The BER can, of course, be approximated using brute-force Monte Carlo simulations. However, analytical approaches to computing the BER are also useful since they may result in greater physical insight and are often computationally less expensive than Monte Carlo simulations.
There are two basic approaches that are commonly used to analytically calculate the BER. The first approach involves deriving an exact formula for the BER, whereas the second approach involves deriving an approximated formula for the BER. As such, the BER is then obtained from these pdfs using the method described in [20]. In the second approach, formulae are derived for the mean and standard deviation of the received current from which Gaussian approximations to the electrical pdfs are obtained [20], [21]. Even though the pdfs are not Gaussian, simulations show that for amplitude-shift-keyed modulation formats, the BER values obtained using the Gaussian pdfs are accurate to within a factor of 2 [22], [23].

These approaches were both initially developed for polarized signals and noise that is either unpolarized or copolarized with the signal. Both approaches have been extended to deal with the case that the signal is depolarized due to PMD and the noise is unpolarized [15], [24], [25]. The case that the noise is partially polarized and the signal is polarized was first treated by Lima et al. [13] using the second approach and validated by comparison with Monte Carlo simulations and experiments [5], [13]. Subsequently, Rebola and Cartaxo [14] used the first approach to obtain the exact pdfs. In earlier related work, Mecozzi and Shtaif [26] derived a formula for the probability distribution of the OSNR due to PDL and random birefringence.

More recently, Zhang et al. [16] used simulations to study a simplified system in which partially polarized noise was added to a signal that was degraded by the concatenation of first-order PMD and a PDL element. They derived an exact formula for the BER using the approach of [19], which they validated using Monte Carlo simulations. They used this formula to study the effect that partially polarized noise has on the BER for amplitude-shift-keyed differential phase-shift-keyed modulation formats with and without PMD. However, they did not perform an experimental validation of the formula.

In this paper, we investigate the combined effect on the system performance due to a signal that has been depolarized due to first-order PMD and noise that has been partially polarized due to PDL. Building on the work of Lima et al. [13] and Pfennigbauer et al. [22], we derive formulae for the mean and variance of the received electric current in each bit, from which we estimate the Q-factor and the BER. As such, the analytical formulae we derive using the second approach to receiver modeling are complementary to the formulae that Zhang et al. [16] obtained using the first approach. We validate our results by comparing Q-factors obtained from the model to those obtained from Monte Carlo simulations and experiments. One of the main contributions of this paper is to provide the first experimental validation of a formula for the Q-factor for systems with partially polarized noise and a signal that is impaired by PMD.

In this paper, we ignore the effects of the PMD on the noise and the PDL on the signal. While it is quite reasonable to ignore the effect of the PMD on the noise, our decision to ignore the effect of the PDL on the signal requires some justification. There are three reasons for making this simplification. First, the work of Shtaif and Rosenberg [11] discussed before shows that the PDL has very little effect on the waveform distortion in realistic systems with distributed PMD and PDL. Second, since one of our main goals was to provide an experimental validation of the theory, it was important to design an experimental system in which the parameters could be measured and controlled with sufficient accuracy to perform such a validation. Therefore, we chose to devise the simplest system we could that had not been studied in previous experimental work and to develop the theory for this system. In this respect, we were inspired by the simple examples of Huttner et al. [10]. Third, to correctly incorporate the effect of the PDL on the signal would require a transmission model with both distributed PMD and PDL, together with a stochastic approach that accounted for the random variations in the fiber birefringence. While such a model could in principle be derived, it is not clear whether it would yield much additional physical insight. Moreover, because of the increased complexity of such a model, it may actually be more worthwhile to simply perform Monte Carlo simulations in this most general case.

Because higher order PMD in the fibers of an optical fiber communication system can also affect the system performance, we used Monte Carlo simulations to investigate the limitations of the theoretical formula in the presence of higher order PMD. For the limited but representative number of fiber realizations we simulated, we found that the absolute error in the theoretically computed Q-factor is less than 0.5 provided that the second-order PMD (SOPMD) does not exceed about 300 ps².

In Section II, we describe the idealized system setup we used to study the combined effects on system performance of PMD on the signal and PDL on the noise. Then, we derive the theoretical formula for the signal–noise beating variance. The derivation of this formula is a generalization of that given in [13] in the case of a polarized signal and partially polarized noise. In Section III, we present the results of simulations in which we validate the theory by comparison to Monte Carlo simulations and study the dependence of the Q-factor on the parameters of the signal, fiber, and noise. In Section IV, we describe the experiments we performed to further validate the theory. Finally, in Section V, we discuss the limitations of the theory when it is applied to signals with higher order PMD.

II. Theory

To study the combined effect of PMD and PDL on the system performance, we consider the setup shown in Fig. 1. We use a piece of polarization-maintaining (PM) fiber dominated by first-order PMD to emulate the effect of PMD on the signal during transmission. Second-order and higher order PMD effects are ignored. Although random mode coupling in single-mode fibers causes the PMD to be much more complicated in optical fiber transmission systems than in PM fiber, the use of PM fiber enables us to more readily derive a formula for the Q-factor that accounts for distortions induced by first-order PMD. This research can be used as a benchmark for further investigations using single-mode fibers. The power-splitting ratio, which determines the fraction of the signal power that is coupled into each of the two principal polarization modes, is controlled by a polarization controller (PC) at the input to the PM fiber. We use a source of partially polarized noise to emulate the effect on the noise due to the PDL elements during transmission. This noise source is characterized by the degree of polarization (DOP) of the noise and the state of polarization (SOP) of the polarized
part of the noise. We ignore the effects of PDL on the signal and PDM on the noise. We also ignore other transmission effects such as chromatic dispersion and nonlinearities. The noise-free signal is combined with the partially polarized noise before entering the receiver. The receiver consists of an optical filter, a square-law photodetector, and an electrical filter. We evaluate the system performance using the $Q$-factor, which we calculate from the pdfs of the electric current in each of the ONSMs and ZEROs as in [20]. We approximate each of these pdfs by Gaussians, which we calculate from the mean and variance of the electric current in each bit [20].

To avoid confusion, we now clarify the notational conventions we use for vectors. For Jones vectors with two components, we use lower case bold symbols without arrows, e.g., $\mathbf{v}$. Jones vectors $\mathbf{v}$ will always be column vectors. We let $\mathbf{v}^\dagger$ be the row vector that is the complex-conjugate and transpose of $\mathbf{v}$. Then, $\mathbf{v}^\dagger \mathbf{w}$ is a scalar and $\mathbf{v} \mathbf{w}^\dagger$ is a $2 \times 2$ matrix. For a vector with three components, we use a capital bold symbol with an arrow over the top, e.g., $\mathbf{S}$. For all vectors with four components, we use capital bold symbols without arrows, e.g., $\mathbf{S}$.

Our receiver model is a generalization of the model of Lima et al. [13]. Let $\mathbf{e}_s(t)$ and $\mathbf{e}_n(t)$ denote the Jones vectors of the electric field envelopes of the noise-free signal and the noise, respectively, prior to the receiver, where $t$ is the time. Let $H_s(\omega)$, $H_s(\omega)$, and $H_n(\omega)$ denote the transfer function and the corresponding impulse response of the optical and the electrical filters, respectively. The noise-free signal and the noise after the optical filter are given by convolving the impulse response of the optical filter with the electric fields of the signal and the noise, respectively, which we denote by $\mathbf{e}_{s0} = \mathbf{e}_s * h_s(\tau)$ and $\mathbf{e}_{n0} = \mathbf{e}_n * h_n(\tau)$. In [13], we assume that the scalar autocorrelation function of the optically filtered noise is given by $\langle \mathbf{e}_{n0}(t) \mathbf{e}_{n0}(t') \rangle = N_{\text{ASE}} r_n(t' - t)$, where $N_{\text{ASE}}$ is the total power spectral density of the noise and $r_n(\tau) = \int_{-\infty}^{\infty} h_n(\tau') h_n(\tau + \tau') d\tau'$ is the autocorrelation function of the optical filter. Here, $\mathbf{S}$ denotes the complex conjugate of a complex scalar $z$. To model partially polarized noise, we introduce the temporal coherency matrix of the optically filtered noise $J_n(t) = \langle \mathbf{e}_{n0}(t) \mathbf{e}_{n0}(t + \tau) \rangle$. If the noise has not been affected by PDM, we may assume that the noise process is wide-sense stationary, in which case $J_n(t) = \langle r_n(\tau) / r_n(0) \rangle J_n$, where $J_n = J_n(0)$. After the signal and the noise have passed through the optical filter, the photo-detector, and the electric filter, the electric current of the combined signal and noise is given by

$$i = R [\mathbf{e}_s + \mathbf{e}_n] \ast h_e \ast h_e = i_s + \langle i_n \rangle$$

where $i_s = R [\mathbf{e}_s] \ast h_e \ast h_e$ is the electric current of the noise-free signal and $\langle i_n \rangle (t) = \langle i_n \rangle = RN_{\text{ASE}} B_0$ is the mean current of the noise after the electrical filter. Here, $R$ is the responsivity of the photodetector and $B_0 = r_0(0)$ is the noise equivalent bandwidth of the optical filter. The variance of the electric current at time $t$ has the form

$$\sigma^2(t) = \sigma^2_{\text{ASE}} + \sigma^2_S$$

The first term on the right-hand side of (2) is the variance of the electric current due to the beating of the noise with itself and is given by [13]

$$\sigma^2_{\text{ASE}} = 1/2 \Gamma_{\text{ASE}}^2 N_{\text{ASE}}^2$$

where $\Gamma_{\text{ASE}} = 1/(1 + \text{DOP}_{\text{ASE}}^2)$ is the noise–noise beating factor and $I_{\text{ASE}} = \int_{-\infty}^{\infty} r_n(\tau)^2 r_n(\tau') d\tau'$.

For the average current in the marks ($i_0$), the average current in the spaces ($i_1$), and the noise–noise beating variance $\sigma^2_{\text{ASE}}$ in (1) and (3) are the same for a depolarized signal with partially polarized noise as for a polarized signal. The only change is to $\sigma^2_S$ in (2).

We now derive a formula for the variance $\sigma^2_S$ due to the beating between a depolarized signal and partially polarized noise. Let $\mathbf{u}(t)$ be the scalar electric field of the optical signal exiting the transmitter. After passing through a fiber with only first-order PMD, we can write the electric field of the noise-free signal as

$$\mathbf{e}_s(t) = c_{+} u \left( t - \frac{T}{2} \right) \mathbf{v}_+ + c_{-} u \left( t + \frac{T}{2} \right) \mathbf{v}_-$$

where $\mathbf{v}_\pm$ are unit vectors that represent the two principal states of the fiber in Jones space, $\tau$ is the DGD, and $|c_{+}|^2 + |c_{-}|^2 = 1$. Therefore, $|c_{+}|^2$ is the power-splitting ratio, which represents the fraction of the total signal power that is coupled to the principal mode $\mathbf{v}_+$. For simplicity of notation, let $U = u \ast h_0$. After the optical filter, the electric field of the signal is given by

$$\mathbf{e}_s(t) = c_+ U \left( t - \frac{T}{2} \right) \mathbf{v}_+ + c_- U \left( t + \frac{T}{2} \right) \mathbf{v}_-$$

Let $\Sigma = \left( \mathbf{\sigma}_0, \mathbf{\sigma}_3, \mathbf{\sigma}_1, -\mathbf{\sigma}_2 \right)$ be the column vector whose entries are the Pauli spin matrices [27], where

$$\mathbf{\sigma}_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \mathbf{\sigma}_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \mathbf{\sigma}_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \mathbf{\sigma}_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$
i.e.,
\[
S_a(t, s) = \left( \frac{S_0(t, s)}{\mathbf{S}_a(t, s)} \right)
\]
with
\[
\mathbf{S}(t, s) = (S_1(t, s), S_2(t, s), S_3(t, s))^T
\]
where
\[
S_0(t, s) = e_{t, s}^1(t)e_{s, t}(s)
\]
\[
S_1(t, s) = e_{t, s}^2(t)\sigma_2 e_{s, t}(s)
\]
\[
S_2(t, s) = e_{t, s}^2(t)\sigma_2 e_{s, t}(s)
\]
\[
S_3(t, s) = -e_{t, s}^3(t)\sigma_2 e_{s, t}(s)
\]
The two-time Stokes parameters can be written as
\[
S(t, s) = |c|e_{t/2}^2 \bar{U}(t - \frac{T}{2}) U \left( s - \frac{T}{2} \right) S_{++} + \frac{1}{2}|c|^2 U \left( s + \frac{T}{2} \right) S_{--} + \bar{c}c U \left( t - \frac{T}{2} \right) S_{+-} + c\bar{c} U \left( t + \frac{T}{2} \right) S_{-+}
\]
where
\[
S_{++} = v_+^T \sum v_+ \quad S_{--} = v_-^T \sum v_- \quad S_{+-} = v_+^T \sum v_- \quad S_{-+} = v_-^T \sum v_+
\]
Note that \(S_{++}\) and \(S_{--}\) are real vectors whereas \(S_{+-}\) and \(S_{-+}\) are complex vectors, with \(\mathbf{S}_{+-} = \mathbf{S}_{-+}\). The four-component Stokes parameters of the noise are represented by
\[
\mathbf{S}^N = \left( \frac{S^N_0}{S^N} \right)
\]
with \(\mathbf{S}^N = (S^N_1, S^N_2, S^N_3)^T\). Since the noise process is wide-sense stationary, the variance of the electric current due to signal–noise beating may be expressed as
\[
\sigma^2_{S_{ASE}}(t) = R^2 \mathbf{S}^N \cdot \mathbf{I}_{S_{ASE}}(t)
\]
where \(\mathbf{S} \cdot \mathbf{I}\) denotes the standard inner product of real four-vectors. Here,
\[
\mathbf{I}_{S_{ASE}}(t) = \left( \frac{I_{S_{ASE}}^{(s)}}{I_{S_{ASE}}^{(p)}} \right) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} S_n(w, z) r_o(z - w) h_e(t - w) h_e(t - z) dwdz
\]
and
\[
\mathbf{S}^N = N_{ASE} \left( \frac{1}{\text{DOP}_N} \mathbf{S}^{(p)}_N \right)
\]
where \(\mathbf{S}^{(p)}_N = \mathbf{S}^N / |\mathbf{S}^N|\) is the unit Stokes vector of the polarized part of the noise. By (8), we have
\[
\sigma^2_{S_{ASE}}(t) = R^2 N_{ASE} \left( |c|e_{t/2}^2 I_{S_{ASE}}(t - \frac{T}{2}) S_{++} + \frac{1}{2}|c|^2 I_{S_{ASE}}(t + \frac{T}{2}) S_{--} + \frac{1}{2}|c|^2 I_{S_{ASE}}(t + \frac{T}{2}) S_{++} + \frac{1}{2}|c|^2 I_{S_{ASE}}(t - \frac{T}{2}) S_{--} \right)
\]
Next, we define
\[
I_{S_{ASE}}(t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \bar{U}(w) U(z) r_o(z - w) h_e(t - z) h_e(t - w) dwdz
\]
\[
= 2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \bar{U}(w) U(z + \tau) r_o(z - w) h_e(t - w) h_e(t - z) dwdz,
\]
Then, by (6), (9), (12), and (13), we have
\[
\mathbf{I}_{S_{ASE}}(t) = \frac{1}{2}|c|^2 I_{S_{ASE}}(t - \frac{T}{2}) S_{++} + \frac{1}{2}|c|^2 I_{S_{ASE}}(t + \frac{T}{2}) S_{--} + \frac{1}{2}|c|^2 I_{S_{ASE}}(t - \frac{T}{2}) S_{++} + \frac{1}{2}|c|^2 I_{S_{ASE}}(t + \frac{T}{2}) S_{--}
\]
where \(|v_\pm| = 1\), we have that \(S_{++}^{(0)} = S_{--}^{(0)} = 1\) and \(S_{+-}^{(0)} = 0\). Since we neglect the effect of PDL on the signal, we have \(\mathbf{S}_{+-} = -\mathbf{S}_{-+}\). Therefore, by (8), the variance of the electric current due to the beating between the depolarized signal and the partially polarized noise can be expressed as
\[
\sigma^2_{S_{ASE}}(t) = R^2 N_{ASE} \left( |c|^2 I_{S_{ASE}}(t - \frac{T}{2}) S_{++} + \frac{1}{2}|c|^2 I_{S_{ASE}}(t + \frac{T}{2}) S_{--} + \frac{1}{2}|c|^2 I_{S_{ASE}}(t + \frac{T}{2}) S_{++} + \frac{1}{2}|c|^2 I_{S_{ASE}}(t - \frac{T}{2}) S_{--} \right)
\]
From (15), we can see that the variance due to signal–noise beating is determined by the power-splitting ratio, the DGD of the fiber, the Dop of the noise, the angle between the polarized part of the noise and the principal state vectors, and the relative phases between \(c_+, c_-\), and \(I_{S_{ASE}}(t - \frac{T}{2}; \tau)\). To compare (15) to experimental results, we need to relate the quantities involved in (15) to experimentally measurable parameters. To do so, we define the average Stokes vector of the signal \(e_{s, t}(t)\) by
\[
\mathbf{S}_s = \int \mathbf{S}_s(t, t) dt
\]
and let
\[
P_r = \int \bar{U}(t) U(t + \tau) dt
\]
be the autocorrelation function of the input signal $U$. From (5), (16), and (17), we have

$$|c_+|^2 = \frac{1}{2} \left( 1 + \frac{\bar{S}_s \cdot \bar{S}_{+\perp}}{P_0} \right)$$

$$2\Re(\bar{c}_+ c_\perp P_T) = \frac{\bar{S}_s \cdot \Re(\bar{S}_{+\perp})}{|\Re(\bar{S}_{+\perp})|^2}$$

$$2\Im(\bar{c}_+ c_\perp P_T) = -\frac{\bar{S}_s \cdot \Im(\bar{S}_{+\perp})}{|\Im(\bar{S}_{+\perp})|^2}.$$  

To extract $\Re(\bar{c}_+ c_\perp)$ and $\Im(\bar{c}_+ c_\perp)$ from (19) and (20), we use matrix inversion to obtain

$$\begin{pmatrix} \Re(\bar{c}_+ c_\perp) \\ \Im(\bar{c}_+ c_\perp) \end{pmatrix} = \frac{1}{|P_T|^2} \begin{pmatrix} \Re(P_T) & \Im(P_T) \\ -\Im(P_T) & \Re(P_T) \end{pmatrix} \begin{pmatrix} \Re(\bar{c}_+ c_\perp P_T) \\ \Im(\bar{c}_+ c_\perp P_T) \end{pmatrix}.$$  

(21)

From (7), the Jones vectors of the principal states of the fiber $v_+$ and $v_-$ can be calculated from $S_{+\perp}$ and $S_{-\perp}$, which can be measured directly in the experiment. From $v_+$ and $v_-$, we can calculate $S_{+\perp}$ and $S_{-\perp}$ using (7). Therefore, (15) can be validated experimentally by measuring the pulse shape $y$ of the signal at the transmitter, $S_s$, $S_n^{(p)}$, DOP$_n$, and the shapes of the optical and electrical filters.

III. SIMULATIONS

In this section, we perform simulations to validate formula (15) by comparison with Monte Carlo simulations and to quantify the degree to which the $Q$-factor varies as the angle between the signal and noise is varied on the Poincare sphere.

We simulated 10 Gb/s signal transmission using a piece of PM fiber, as shown in Fig. 1. At the transmitter, the carrier wavelength was 1554.0 nm. We used an RZ modulation format with a Gaussian pulse that had a full-width half-maximum (FWHM) length of 23 ps. The extinction ratio of the pulse was $-15$ dB, and there was no chirp in the signal. We used a pseudorandom bit string with a string length of 8 bits. The average power of the signal was 0 dBm and the OSNR was fixed at 15 dB. The total DGD of the fiber was 36 ps and the length of the fiber was 21 m. We ignored the effects of chromatic dispersion and nonlinearity in this short fiber. The parameters of the fiber are the same as a piece of PM fiber that we used in the experiment, which is discussed in Section IV. For simplicity and without loss of generality, we set the two principal states of the fiber to be $\bar{S}_{+\perp} = (1,0,0)$ and $\bar{S}_{-\perp} = (1,0,0)$. The receiver consisted of a Gaussian-shaped optical filter with an FWHM of 60 GHz, a square-law photodetector, and a fifth-order, low-pass electrical Bessel filter with a 3-dB bandwidth of 8.5 GHz.

In the simulation, the DOP of the partially polarized noise was fixed to 0.5 and the power-splitting ratio was 0.5. To validate formula (15), we varied the angle between the SOP of the signal and the polarized part of the noise on the Poincaré sphere in the following two ways, as shown in Fig. 2. We call these ways the orthogonal and parallel cases.

In both cases, the average SOP of the signal $\bar{S}_s$ is in the $y-z$ plane since the power-splitting ratio $|c_+|^2$ is 0.5 and $\bar{S}_{+\perp} = (-1,0,0)$. Therefore, the normalized average SOP of the signal is of the form $[0, \sin(\theta), \cos(\theta)]$, where $\theta$ is the angle from the $z$ axis to $\bar{S}_s$. In the simulations, for each of several values of $\theta$, we varied the angle between the signal and the polarized part of the noise by rotating $S_n^{(p)}$. In the orthogonal case shown in Fig. 2(a), let the SOP of the polarized part of the noise rotate in the $y-z$ plane, i.e., $S_n^{(p)} = (0, \cos(\alpha), \sin(\alpha))$, where $\alpha$ is the angle from the $y$ axis to $S_n^{(p)}$. We call this case the orthogonal case because the Stokes vector of the polarized part of the noise is always orthogonal to the principal state vectors. In the parallel case shown in Fig. 2(b), the SOP of the signal is the same as in the orthogonal case. However, $S_n^{(p)}$ rotates in the $x-z$ plane on the dotted circle. We call this case the parallel case because the two principal state vectors are always parallel to the $x-z$ plane, which is the plane in which the Stokes vector of the polarized part of the noise lies.

In Fig. 3, the $Q$-factors calculated using (15) and from Monte Carlo simulations are plotted as a function of the angle $\alpha$. For simplicity, in the Monte Carlo simulations, the $Q$-factors were calculated using the mean and variance of the worst ONEs and worst ZEROs, which are the middle ONE between two ZEROs (010) and the middle ZERO between two ONEs (101), respectively, for an 8-bit random string. However, the $Q$-factors calculated using other bits are almost the same, differing by at most 0.1.

In Fig. 3, the lines represent the $Q$-factor calculated using (15) and the symbols are results from Monte Carlo simulations for several values of the angle $\theta$. The agreement between Monte Carlo simulations and the theory is excellent. The slight deviations between the $Q$-factors calculated using Monte Carlo simulations and those obtained from the theory are due to the limited number of 10,000 noise realizations we used in the Monte Carlo simulations.

To understand the results for the orthogonal case shown in Fig. 3(a), observe that in Fig. 2(a), as $S_n^{(p)}$ is rotated in the $y-z$ plane, the angle between $S_n^{(p)}$ and $\bar{S}_s$ varies between 0 and $2\pi$. In the case that $\theta = \pi/2$ and $\alpha = 0$, $S_n^{(p)}$ and $\bar{S}_s$ are parallel. So, the beating between the signal and the noise is the maximized and the $Q$-factor attains its minimum value, as shown in Fig. 3(a). When $S_n^{(p)}$ is rotated so that $\alpha = \pi$, $S_n^{(p)}$ and $\bar{S}_s$ are...
antipodal on the Poincaré sphere (orthogonal in Jones space), the beating between the signal and noise is minimized, and the $Q$-factor, therefore, attains its maximum. For other values of $\theta$ between 0 and $\pi$, the maximum and the minimum of the $Q$-factor still occurs when $S_n^{(p)}$ and $S_a$ are, respectively, parallel and antipodal to each other on the Poincaré sphere, and the magnitude of the $Q$-factor variation with respect to the noise angles $\alpha$ is independent of $\theta$. Next, we provide physical interpretation of the results for the parallel case shown in Fig. 3(b).

In Fig. 2(b), $S_a$ is still in the $y$-$z$ plane but $S_n^{(p)}$ now rotates in the $x$-$z$ plane. When $\theta = 0$, $S_a$ is on the $z$-axis. Thus, the beating between the signal and the noise is maximized and minimized when $\alpha = \pi/2$ and $-\pi/2$ and the angles between $S_n^{(p)}$ and $S_a$ are 0 and $\pi$, respectively. When $\theta$ is neither 0 nor $\pi$, $S_a$ is not in the $x$-$z$ plane. In this case, no matter where $S_n^{(p)}$ is in the $x$-$z$ plane, the angle between $S_n^{(p)}$ and $S_a$ is never 0 or $\pi$. As a result, the beating between the signal and the polarized part of the noise is always partial and the $Q$-factor variation is smaller compared to the case when $\theta = 0$. Quantitatively speaking, when $\theta \neq 0, \pi/2$, or $\pi$, the minimum and maximum of the possible angles between $S_n^{(p)}$ and $S_a$ that are attainable depend on $\theta$. For example, when $0 < \theta < \pi/2$, the minimum and maximum possible angles between $S_n^{(p)}$ and $S_a$ are $\theta$ and $\pi - \theta$, respectively.

**Fig. 3.** $Q$-factor as a function of the angle $\alpha$ for $|e_{\phi}|^2 = 0.5$. The lines are calculated from formula (15) and the symbols are results from Monte Carlo simulations. (a) Orthogonal case. (b) Parallel case.

**Fig. 4.** Schematic diagram of the experimental setup.

**IV. EXPERIMENTAL RESULTS**

In this section, we validate the receiver model described in Section II by comparison to results from experiments. The schematic diagram of the experimental setup we used is shown in Fig. 4.

The transmitter generated a 10-Gb/s RZ signal with a pseudo-random pattern length of $2^7 - 1$. The FWHM width of the pulses was about 23 ps. We used a piece of PM fiber with a DGD of 36 ps to emulate the effect of PMD on the signal during transmission. SOPMD and higher order PMD were negligible in the PM fiber. The power-splitting ratio was controlled by a PC at the input of the PM fiber. We emulated the partially polarized noise in a transmission system due to PDL by combining unpolarized noise with polarized noise. The two types of noise were obtained by a 50:50 splitting of a single amplified spontaneous emission (ASE) noise source that generated unpolarized noise. The polarized noise was obtained by using a polarizer to polarize half of the unpolarized noise. A PC after the polarizer was used to control the SOP of the polarized noise. We varied the power of the other half of the noise using a tunable attenuator (ATT 1) so as to achieve a desired DOP once the unpolarized and polarized noise were combined. Finally, a second tunable attenuator (ATT 2) was used to achieve a desired OSNR at the receiver. The OSNR was fixed at 15 dB and monitored by an optical spectrum analyzer (OSA) with a resolution bandwidth of 0.2 nm. We used a polarimeter to measure the SOP and DOP of the signal and the noise. The principal states of polarization of the PM fiber were calculated using Poincaré arc method [28] from measurements of the SOP of the signal at three wavelengths. To separately measure the SOP of the noise-free signal and the noise, we used a mechanical switch to turn the signal on and off and the second tunable attenuator (ATT 2) to turn the noise on and off. We used the PC at the input of the polarimeter to obtain the desired principal state of polarization (PSP) of $(0, -1, 0)$ and $(0, 1, 0)$. Although the model and the experiment can use any PSP, we made this to enable easy monitoring of the SOP of the signal and the polarized part of the noise during the experiment. The receiver consisted of an optical filter with an FWHM of 60 GHz, a square-law photodetector, and a fifth-order, low-pass electrical Bessel filter with a 3-dB bandwidth of 9.8 GHz. The $Q$-factor was obtained from BER margin measurements [29] made using a BER tester (BERT) that has an unknown electrical bandwidth in the decision circuit and can operate at bit rates of up to 12.5 Gb/s.
In PM fibers, the polarization modes do not vary along the fiber and energy is not exchanged between the two principal modes. More importantly, the polarization modes and the DGD are independent of wavelength. However, if the signal is not launched along either of the two principal states, then the SOP of the signal is a function of the wavelength after the signal passes through the PM fiber. In contrast to single-mode fibers with random-mode coupling, the SOP of the signal in PM fibers traces a circle on the Poincaré sphere as the wavelength is varied. The SOP of the signal rotates about the axis given by the principal state vector, and the rotation rate of the SOP of the signal as a function of wavelength is proportional to the DGD of the PM fiber. It is known that the SOP of the signal in optical fibers is sensitive to temperature and environmental perturbations and it drifts randomly over time [30]. Moreover, the drift of the SOP of the signal is faster in PM fibers than in single-mode fibers. Since the variance of the electric current of the signal due to signal–noise beating is a function of the angle between the SOP of the signal and the polarized part of the noise, it is critical to keep the SOP of the signal stable during each measurement of the $Q$-factor.

In Fig. 5, we illustrate the drift of the SOP of a monochromatic signal at the output of an 8-m PM fiber with 10 ps DGD. In Fig. 5(a), we plot the SOP of the signal ($\mathbf{S}_{\text{sig}}$) on the Poincaré sphere that we measured over the course of an hour at the output of an 8-m PM fiber with a DGD of 10 ps. In addition to plotting the data in Fig. 5(a), we also show a circle fitted to the data using three well-spaced samples of $\mathbf{S}_{\text{sig}}$. In contrast to the random drift in single-mode fibers, we can see that in PM fibers, the SOP of the signal drifts on a circle and that this circle is orthogonal to the PSP vector. The location of the circle is determined by the PSP vector and the launching polarization states of the signal at the input of the PM fiber. In Fig. 5(b), the Stokes parameters of the signal are plotted as a function of time over a 60-min period. In Fig. 5(c), we plot the angle $\theta$ through which the SOP of the signal drifts during each 1-min interval of a 60-min measurement period. The drift angle $\theta$ is defined to be the angle between the SOP of the signal measured at two different times. The high peaks in Fig. 5(c) were due to air-conditioning events in the laboratory that occurred every 35 min. From Fig. 5(b) and (c), we can see that the SOP of the signal drifts quickly and it can drift up to 1 rad within a minute. Even when the drift is slowest, the drift angle within a minute can still be as large as 0.25 rad, which corresponds to about 14°. Since this fast drift can induce significant measurement uncertainty in the $Q$-factor in the experiment, it has to be suppressed.

To suppress the drift rate of the SOP of the signal, we immersed the PM fiber in water to isolate the PM fiber from temperature variations and environmental perturbations. This technique proved to be very effective in reducing the drift of the SOP of the signal. In Fig. 6, we show the drift rate of the SOP of the signal after the PM fiber is put in water.

As we see in Fig. 6(c), the drift rate of the SOP of the signal during the slow-drift time windows has been reduced to less than 0.05 rad. By performing experiments in the time windows where the drift rate is low, we significantly reduced measurement error of the $Q$-factor due to the drift of the SOP of the signal. The drift of the SOP of the signal between $Q$-factor measurements has no effect on the measurement uncertainty in the $Q$-factor.

As in the Monte Carlo simulations, we designed experiments to validate formula (15) by comparing the $Q$-factors obtained from the theory and the experiment. In the experiments, we chose two power-splitting ratios of 0 and 0.5. For each power-splitting ratio, two levels of the $DOP$ of the noise were used, which were 0.5 and 1.0. For each power-splitting ratio and each $DOP$ of the noise, we varied the angle between the SOP of the signal and the polarized part of noise. For each angle, we measured the $Q$-factor and the Stokes vectors of the signal and the polarized part of the noise. We then used these measured Stokes vectors to calculate the $Q$-factor from (1)–(3) and (15) using the method described in [20].

First, we studied the case where the power-splitting ratio $|\mathbb{C}|^2$ is equal to 0 by launching the signal in the principal state $\mathbf{S}_{\text{pr}} = (0, -1, 0)$. In this case, the SOP of the signal $\mathbf{S}_s$ is fixed and stable over time. We varied the angle $\alpha$ between $\mathbf{S}_s$ and the polarized part of the noise $\mathbf{S}_{(p)}$ by rotating $\mathbf{S}_{(p)}$ in 45°
In Fig. 7, we show the mean $Q$-factor as a function of the angle between $\vec{S}_n$ and $\vec{S}_n^{(p)}$ for a splitting factor of $|c_+|^2 = 0$. (a) DOP$_n = 0.5$. (b) DOP$_n = 1.0$.

Fig. 8. $Q$-factor as a function of the angle between $\vec{S}_n$ and $\vec{S}_n^{(p)}$ for a splitting factor of $|c_+|^2 = 0$. (a) DOP$_n = 0.5$. (b) DOP$_n = 1.0$.

increments in the $y$–$z$ plane. The eight positions of $\vec{S}_n^{(p)}$ are indicated by the small circles in Fig. 7. For each angle between $\vec{S}_n$ and $\vec{S}_n^{(p)}$, we repeatedly measured the $Q$-factor 70 times and used the mean $Q$-factor to average out the random fluctuations.

In Fig. 8, we show the mean $Q$-factor as a function of the angle $\alpha$ between $\vec{S}_n$ and $\vec{S}_n^{(p)}$ in the case that $|c_+|^2 = 0$. For the results in Fig. 8(a) and (b), we set the DOP of the noise to be 0.5 and 1.0, respectively. The symbols are the measured results and the lines represent the results calculated using (1)–(3) and (15).

From Fig. 8, we see that the measured $Q$-factor is in good agreement with the theoretical results. The mean differences between the measured and calculated $Q$-factors for the eight angles are 0.26 and 0.25 when the DOP of the noise is 0.5 and 1.0, respectively. Just as we saw from the Monte Carlo simulations discussed in Section III, the $Q$-factor attains its minimum and the maximum when the angles between $\vec{S}_n$ and $\vec{S}_n^{(p)}$ is 0 and $\pi$, respectively. The magnitude of the variation of the $Q$-factor is also a function of the DOP of the noise. From the calculated results, the variation of the $Q$-factor increases from 2.6 to 7.2 when the DOP of the noise is increased from 0.5 to 1.0.

Next, we consider the case where the signal power is equally split between the two principal modes, i.e., $|c_+|^2 = 0.5$. This case is considered to be the worst case among all launching polarization states because the signal is distorted the most. In this case, the SOP of the signal at the output of the PM fiber drifts slowly over time. As a result, it is difficult to fix the SOP of the signal for a long time during the experiment. Since the SOP of the polarized part of noise is stable, we fixed $\vec{S}_n^{(p)}$ during the experiment, and let $\vec{S}_n$ drift slowly on the circle in the $x$–$z$ plane where the power-splitting ratio is 0.5, as shown in Fig. 9. For simplicity, we plot the normalized Stokes vector $\vec{S}_n/|\vec{S}_n|$ on the Poincaré sphere.

In Fig. 10, we plot the $Q$-factor as a function of the angle $\theta$ between $\vec{S}_n$ and $\vec{S}_n^{(p)}$. For the results shown in Fig. 10(a) and (b), the DOPs of the noise were 0.5 and 1.0, respectively. The diamonds represent the measured $Q$-factor and the circles represent the $Q$-factor calculated using (1)–(3) and (15) using the parameters $\vec{S}_n$, $\vec{S}_n^{(p)}$, and $\vec{S}_n^{(p)}$, which we measured in the experiments.
In this case, the Q-factor is not averaged over time as in the previous case because \( \hat{S}_s \) is not stable for long enough time. Instead, we plot the correlation between the Q-factor and the corresponding angle between \( \hat{S}_s \) and \( \hat{S}_s^{(p)} \). Note that the theoretically computed Q-factors do not exactly lie on a smooth curve because of uncertainties in the measurement of \( \hat{S}_s \) and \( \hat{S}_s^{(p)} \). Due to the measurement uncertainty in the Q-factor itself and the slow drift of the SOP of the signal during the experiment, the measured Q-factor shows larger scattering compared to the calculated Q-factor. However, the deviations in most of the Q-factors obtained from the experiments and the theory are less than 0.2 in Fig. 10(a) and less than 0.3 in Fig. 10(b), respectively. The level of agreement between the theory and the experiment is very good since the measurement uncertainty of the Q-factor itself is around 0.1 in a back-to-back system without PMD when everything is fixed and stable.

V. LIMITATIONS OF THE THEORY

In previous sections, we introduced and validated a theoretical receiver model that quantifies the combined effect of first-order PMD acting on the signal and PDL acting on the noise. However, the higher order PMD of the randomly birefringent fiber in real optical communication systems can also affect the system performance by changing the shape of the pulses and the SOP of the signal. In this section, we use numerical simulations to investigate the accuracy with which the theory predicts the system performance in a more realistic situation in which the signal is impaired by higher order as well as first-order PMD. As in the previous sections, we assume that PDL only acts on the noise and not on the signal.

To address this issue, we replace the PM fiber in the model system shown in Fig. 1 by a segment of randomly birefringent fiber. Rather than gathering statistics over a large collection of random fibers, we generate one-parameter families of fibers with increasing values of DGD. Because of the well-established correlation between DGD and SOPMD [31], this procedure allows us to easily generate fibers with a wide range of SOPMD values.

We used the coarse-step method [32] to generate one-parameter families of fibers as follows. Each fiber in a family consisted of \( N \) sections of the PM fiber. For each family, we made a random choice of the polarization rotation between each section. We use the same set of rotations for all fibers in the family. The different fibers in a family were then determined by the choice of a single DGD value for all \( N \) sections.

For each fiber in a family, we compared the Q-factor calculated using a Monte Carlo simulation to that obtained from the theory. Using this procedure, we determined how large the SOPMD becomes before the receiver model starts to break down. Although our results depend on the choice of polarization rotations used for each family, we expect qualitatively similar results to hold for completely random fibers.

In the Monte Carlo simulations, we computed the DGD and PSP of the fiber at the central frequency of the signal as well as the DOP and SOP of both the signal and noise. These quantities were then used as the values of the input parameters to the theoretical receiver model. For all simulations, we set the DOP of the noise to be 0.5 and the OSNR at the receiver to be 15 dB. For simplicity, we sampled the signal at the center of each bit slot rather than using an automated clock recovery algorithm.

To validate the entire procedure, we first generated a family for which the fibers only had first-order PMD, i.e., we set the number of sections to be \( N = 1 \). In this case, we would expect the agreement between the theory and Monte Carlo simulation to be limited only by the statistical uncertainty in the Monte Carlo simulations. For simplicity, we set the power-splitting ratio to be 0.5. To obtain the minimum and maximum Q-factors for this splitting ratio, we set \( \hat{S}_s^{(p)} = \hat{S}_s \) and \( \hat{S}_s^{(p)} = -\hat{S}_s \), respectively. In Fig. 11, we plot the simulated and theoretical Q-factors as a function of the DGD. The agreement between
the theory and the Monte Carlo simulations is excellent, even for DGD values as large as 50 ps.

Next, to investigate the limitations of the theoretical model in the presence of higher order PMD, we applied the procedure described before to generate families of fibers with \( N = 15 \) sections. We generated a smaller SOPMD and a larger SOPMD family, each of which consisted of five fibers with DGD values ranging from 10 to 50 ps. The values of the DGD and SOPMD of these fibers are given in Table I.

For the smaller SOPMD family, the values of SOPMD were between about 45\% and 110\% of the expected value, i.e., \( \langle \text{SOPMD} \rangle = \langle \text{DGD} \rangle^2 / \sqrt{3} \) of the SOPMD, whereas for the larger SOPMD family, the majority of SOPMD values were about three times the expected value. We chose the SOP of the polarized part of the noise to be in the same (opposite) direction in Stokes space to the average SOP of the signal at the output of the fiber, which enabled us to approximate the minimum (respectively maximum) value of the \( Q \)-factor. In Table I, we show these approximations to the minimum and maximum \( Q \)-factors computed using both Monte Carlo simulations and using the theoretical model. For both families of fibers, the absolute error between the minimum \( Q \)-factor obtained using Monte Carlo simulations and with the theoretical model is less than 1.5, even for very large value of SOPMD. However, the error in maximum \( Q \)-factor obtained from the theory can be extremely large when the SOPMD is on the order of 1000 ps\(^2\) or larger. Moreover, we find that for similar DGD values, the higher the SOPMD, the larger the error in the theoretically computed \( Q \)-factor. For these two families of fibers, we require SOPMD values on the order of 300 ps\(^2\) or less to ensure that the error in the theoretical \( Q \)-factor is less than 0.5 for both the minimum and maximum \( Q \)-factors.

### VI. Conclusion

In conclusion, we systematically investigated the combined effect of first-order PMD and the PDL on the system performance when PMD induces significant distortion and depolarization of the signal and PDL causes the noise to become partially polarized. We derived a formula for the variance of the electric current in the marks and the spaces that is due to the beating between a depolarized signal and partially polarized noise. This formula correctly accounts for the optical pulse shape and the shapes of the electrical and the optical filters. We validated this formula by comparing the \( Q \)-factor obtained from the theory to that obtained from numerical simulations and from experiments, and we obtained very good agreement. The receiver model that we have introduced and experimentally validated in this paper can be applied to systems in which neither waveform distortions due to PDL nor higher order PMD play a statistically significant role in determining the distribution of the power penalty (or the \( Q \)-factor). These conditions are expected to hold in many realistic systems, and specifically for those in which the average PDL of the system does not exceed 5 dB [11] and the high-order PMD is on the order of 300 ps\(^2\) or less. For such systems, the model could in future be used to quantify the sources of variation in the \( Q \)-factor. To illustrate the potential applications of the model, we showed that the BER varies from about \( 10^{-26} \) to \( 10^{-14} \) due to variations in the angle between the polarization states of the signal and noise when the DOP of the noise is 0.5 and the PMD power-splitting ratio takes on the worst-case value of 0.5.

In the future, the model could be more systematically applied to compute the probability distribution of the \( Q \)-factor due to random variations in the polarization effects. Such a \( Q \)-distribution could help system designers allocate a power margin for polarization effects in systems for which PDL-induced waveform distortions and high-order PMD are insignificant. Finally, the theoretical and experimental results presented here establish a solid foundation for more general future receiver models in which both signal and noise are impaired by distributed PDL and PMD.
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